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Carbon Black are registered trademarks of Bit9, Inc. in the United States and other countries. Any other trademarks and product names
used herein may be the trademarks of their respective owners.

This document is for use by authorized licensees of Bit9’s products. It contains the confidential and proprietary information of Bit9,
Inc. and may be used by authorized licensees solely in accordance with the license agreement governing its use. This document may
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+ Javascript modernizr - Copyright (c) 2009 2013 Modernizr

+ Javascript zip - Copyright (c) 2013 Gildas Lormeau. All rights reserved.
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+ Joyride - Copyright (c) 1998 2014 ZURB, Inc. All rights reserved.
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* JQuery flot - Copyright (c) 2007-2014 IOLA and Ole Laursen

* JQuery Foundation - Copyright (c) 2013-2014 ZURB, inc.
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* JQuery traffic cop - Copyright (c) Jim Cowart
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OpenSSL - Copyright (c) 1998-2011 The OpenSSL Project. All rights reserved.
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The Regents of the University of California

PostgreSQL JDBC drivers - Copyright (¢) 1997-2011 PostgreSQL Global Development Group
Pyrabbit - Copyright (c) 2011 Brian K. Jones

Python decorator - Copyright (c) 2008, Michele Simionato

Python flask - Copyright (c) 2014 by Armin Ronacher and contributors

Python gevent - Copyright Denis Bilenko and the contributors, http:/www.gevent.org
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Davis paul.joseph.davis@gmail.com

Python haigha - Copyright (¢) 2011-2014, Agora Games, LLC All rights reserved.
Python hiredis - Copyright (c) 2011, Pieter Noordhuis

Python html5 library - Copyright (¢) 20062013 James Graham and other contributors
Python Jinja - Copyright (c) 2009 by the Jinja Team

Python ordereddict - Copyright (c) Raymond Hettinger on Wed, 18 Mar 2009

Python psutil - Copyright (c) 2009, Jay Loden, Dave Daeschler, Giampaolo Rodola’

Python psycogreen - Copyright (c) 20102012, Daniele Varrazzo daniele.varrazzo@gmail.com
Python redis - Copyright (c) 2012 Andy McCurdy
Python Seasurf - Copyright (c) 2011 by Max Countryman.

Python simplejson - Copyright (c) 2006 Bob Ippolito

Python sqlalchemy - Copyright (c) 2005-2014 Michael Bayer and contributors. SQLAlchemy is a trademark of Michael Bayer.
Python sqlalchemy-migrate - Copyright (c) 2009 Evan Rosson, Jan Dittberner, Domen Ko_ar

Python tempita - Copyright (c) 2008 Ian Bicking and Contributors

Python urllib3 - Copyright (c) 2012 Andy McCurdy

Python werkzeug - Copyright (c) 2013 by the Werkzeug Team, see AUTHORS for more details.

QUnit]JS - Copyright (c) 2013 jQuery Foundation, http://jquery.org/

redis - Copyright (c) by Salvatore Sanfilippo and Pieter Noordhuis

Simple Logging Facade for Java - Copyright (¢) 2004—2013 QOS.ch

Six - Copyright (c) 2010-2015 Benjamin Peterson

Six - yum distribution - Copyright (¢) 2010-2015 Benjamin Peterson

Spymemcached / Java Memcached - Copyright (c) 2006-2009 Dustin Sallings and Copyright (c) 2009-2011 Couchbase, Inc.
Switchery - Copyright (c) 2013-2014 Alexander Petkov
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Zl1ib - Copyright (c) 1995-2013 Jean-loup Gailly and Mark Adler

libfreeimage.a - FreeImage open source image library.

Protocol Buffers - Copyright (¢) 2008, Google Inc.

Permission is hereby granted, free of charge, to any person obtaining a copy of the above third-party software and associated
documentation files (collectively, the "Software"), to deal in the Software without restriction, including without limitation the rights to
use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons to whom the
Software is furnished to do so, subject to the following conditions:

The above copyright notices and this permission notice shall be included in all copies or substantial portions of the Software.

THE SOFTWARE LISTED ABOVE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS" AND
ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE
COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL,
EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE
GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON
ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR
OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY
OF SUCH DAMAGE.
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Before You Begin

This preface provides a brief orientation to Carbon Black User Guide.
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Intended Audience 8
Carbon Black Terminology 8
What this Documentation Covers 10
Other Carbon Black Documentation 12
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This documentation

Intended Audience

provides information for administrators and for members of Security

Operations Center (SOC) and Incident Response (IR) teams who are responsible for
setting up and maintaining security for endpoints and networks, as well as assessing
potential vulnerabilities and detecting advanced threats. Staff who manage Carbon Black
activities should be familiar with:

management, an

Linux, Microsoft Windows, and Mac operating systems
web applications

desktop infrastructure (especially in-house procedures for software rollouts, patch

d antivirus software maintenance)

the effects of unwanted software

Carbon Black Terminology

The following table defines some of the key terms you will need to understand Carbon
Black and its features:

Term Definition

Carbon Black
Enterprise
Server

CentOS server which exists on the deployed network. It receives
data from sensors, stores and indexes that data, and provides
access to the data via the web interface. For simplicity, this is
usually referred to as the “Carbon Black server” in this guide.

Carbon Black
Sensor

Lightweight data-gatherers that are installed on hosts on the
deployed network. They gather event data on the hosts and
securely deliver it to the enterprise server for storage and indexing.

Alliance Server

Server that is managed by Bit9+Carbon Black that augments the
functionality of the Carbon Black enterprise server.

Threat Pre-configured feeds from partners in the Carbon Black Alliance.
Intelligence These partners provide lists of IOCs (Indicators of Compromise) as
Feeds well as contextual information based on binary and process
attributes and events (MDS5, IP, Domain). These attributes and
events are scored and rated, and map to files in your environment.
RPM Red Hat Package Manager, or RPM Package Manager (RPM), is

the package management system used by Carbon Black. The
name RPM refers to the rpm file format, files in this format, software
packaged in RPM files, and the package manager itself. RPM is the
baseline package format of the Linux Standard Base. Carbon Black
is distributed and installed with RPMs.

Yum Repository

Carbon Black, Release 5.0.0

Yellowdog Updater, Modified (yum) is an open-source command-
line package management utility for Linux operating systems that
uses the RPM Package Manager. Yum depends on RPM, which
uses hashes and digital signatures (digisigs) to verify the
authorship and integrity of software. Yum is implemented as
libraries in the Python programming language, with a small set of
programs that provide a command-line interface. The RPMs that
Carbon Black is packaged and installed with are hosted on a
private Carbon Black yum repository.
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Term Definition

Cluster

A deployment of Carbon Black that includes multiple servers.

Master/Minion

In clustered configurations, one server is denoted as the master
node and all other nodes are denoted as minions, subordinate to
the master node.

Shard

A horizontal partition of data in a database or search engine. Each
individual partition in a database is a shard. Each shard is held on a
separate database server instance to spread load. When Carbon
Black is scaled horizontally, event data is split into shards and
distributed between servers in the cluster.

Solr

An open source enterprise search platform from the Apache
project. Its major features include full-text search, hit highlighting,
faceted search, dynamic clustering, database integration, and rich-
document handling (for example, Word and PDF documents).
Carbon Black uses Solr as its core data storage platform.

Data File

Computer file that is a resource for storing information which
requires a computer program (executable or binary file) to run. Data
files are not captured by Carbon Black.

Binary

Executable file (for example, PE Windows file, ELF Linux file or
Mach-O Macintosh file) that is loaded onto a computer file in binary
form for computer storage and processing purposes. Carbon Black
only collects binaries that execute. It does not collect scripts, batch
files, or computer files that are created or modified.

* Carbon Black does collect the script or batch file name from
command prompts and command lines.

¢ Carbon Black also collects file names and paths as they are
created or modified.

Process

An instance of the execution of a binary file.

MD5

Unique cryptographic hash identifier for a binary instance.

I10Cs

Indicators of Compromise. Carbon Black sensors constantly
monitor your computers for IOCs, and send alerts to the Carbon
Black console when it detects them.

Watchlist

Carbon Black, Release 5.0.0

Fully-customizable searches that contain lists you can use to track
specific IOCs. Watchlists are saved searches that are visible to all
users. They can be used for searching either processes or binary

executable files.
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What this Documentation Covers

Carbon Black Administration and User Guide is your guide to setting up Carbon Black
and day-to-day administration tasks: monitoring executable files on your network using
the Carbon Black console; configuring the Carbon Black server; managing computers
running the Carbon Black sensors; and managing Carbon Black Console users.

The numbered chapters in this book are aimed at the user of Carbon Black once it has been
installed. They primarily describe features and how to access them through through the
web console interface.

The appendices cover more administrative topics, such as installing and configuring the
Carbon Black Enterprise Server, integrating it with other tools, and directly controlling its
activity through the APIs. Some of the appendices provide a brief overview of a topic and
then point to other documents that provide the details.

The following table summarizes the contents of this guide:

Chapter Description

1 Carbon Black Overview Introduces Carbon Black, explains key concepts, and
suggests operating strategies for managing sensors
and data to provide the visibility, detection, and
response capabilities in the Carbon Black solution.

2 Using the Carbon Black | Covers the basics of using the Carbon Black console:

Console how to log in and out, how to navigate in the user
interface from the menu system, and how to view the
information Carbon Black makes available to you
through Ul elements such as tables, details pages,
and dashboards.

3 Creating and Managing Describes how to manage access to the Carbon
Console User Accounts Black console for users and for teams of users.

4 Sensor Groups Describes creating, editing, and deleting the sensor
groups that determine what kind of information is
provided by sensors and who can access the

information.
5 Installing and Managing | Describes installing sensors on Windows, Mac OSX,
Sensors and Linux systems, and provides an overview of how

sensors work, the information that they provide, and
how to modify their configuration.

6 Incident Response on Describes Endpoint Isolation and Live Response, two
Endpoints features in Carbon Black that can be used in incident
response.
7 Process Search and Describes how to perform detailed searches for
Analysis processes, and then perform in-depth analysis on
them.
8 Binary Search and Describes how to search for binaries and investigate
Analysis binary metadata.
9 Advanced Search Provides full details about Carbon Black query syntax
Queries and how to use it to construct advanced queries to

search for processes and binaries.

Carbon Black, Release 5.0.0 1/26/2015 10
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Chapter Description

10  Threat Intelligence Feeds | Describes Threat Intelligence Feeds that may be
enabled on a Carbon Black server to enhance the
verification, detection, visibility and analysis of threats
on your endpoints.

1" Creating and Using Describes how to work with investigations, which
Investigations provide a way to group data for reporting,
compliance, or retention purposes

12  Watchlists Describes creating and using watchlists, which are
saved searches that are visible to all users.

13  Console and Email Alerts | Describes the creation and management of Carbon
Black alerts, which can be displayed in the console
and also sent through email.

A Installing the Carbon Describes the steps for installing the Carbon Black
Black Enterprise Server | Enterprise Server. Both new installations and server
upgrades are covered.

B Integrating Carbon Black | Describes the procedure for integrating a Carbon
with a Bit9 Server Black Enterprise Server with a Bit9 Platform Server
and an overview of the additional capabilities this
provides.

C Network Integrations for | Describes how feeds may be added based on a

Feeds network integration to a local or cloud-based third-
party device, and points to documents on the Carbon
Black customer portal describing supported
integrations.

D Carbon Black APIs Provides a summary of available Carbon Black APIs
and points to full documentation for them on github.

E Syslog Output for Carbon | Provides a summary of Carbon Black events output
Black Events to syslog and points to more detailed syslog
documents on the Carbon Black customer portal.
F Additional Administration | Lists separate documents on the Carbon Black

Documents customer portal that address Carbon Black server
and sensor administration topics.
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Other Carbon Black Documentation

You will need some or all of the following Carbon Black documentation to accomplish
tasks that are not covered in Carbon Black User Guide. These documents, as well as other
technical support solutions documents, are available on the Bit9+Carbon Black Customer
Portal website: https://bit9.com/customer-portal

The technical solutions documents are a source of information that is maintained as a
knowledge base.

Some of these documents are updated with every new released build while others are
updated only for minor or major version changes:

* Carbon Black 5.0 Enterprise Server Sizing Guide — This describes performance and
scalability considerations in deploying Carbon Black.

*  Carbon Black 5.0 Release Notes — This includes information about new and modified
features in Carbon Black v5.0, issues resolved and general improvements in this
release, and known issues and limitations. It also includes required or suggested
preparatory steps before installing the server.
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Chapter 1

Carbon Black Overview

This chapter introduces Carbon Black, explains key concepts, and suggests operating
strategies for managing sensors and data to provide the visibility, detection, and response
capabilities in the Carbon Black solution.
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What is Carbon Black?

Carbon Black provides endpoint threat detection and a rapid response solution for Security
Operations Center (SOC) and Incident Response (IR) teams. With Bit9+Carbon Black,
enterprises can continuously monitor and record all activity on endpoints and servers. The
combination of Carbon Black’s endpoint visibility with the Carbon Black Threat
Intelligence Cloud helps enterprises to proactively hunt for threats, customize their
detection, and respond quickly. This diagram shows how the Carbon Black features work
together to help you answer these questions:

* How did the problem start?
*  What did the threat do?
* How many machines are infected?

e How can we resolve the threat?

©

RESPOMNSE PREVENTION

wsmluw ’

DET ECTION

Bit9+Carbon Black provides you with these solutions:

* Visibility: Know what’s happening on every computer at all times. With Carbon
Black, you have immediate real-time visibility into the files, executions, network
connections, and critical system resources on every machine, and the relationships
between them. You can see how every file got there, what created it, when it arrived,
what it did, if it made a network connection, if it deleted itself, if a registry setting was
modified, and much more.

* Detection: See and record everything; detect attacks in real time without signatures.
Bit9’s threat research team analyzes threat techniques and creates Advanced Threat
Indicators to alert you to the presence of an attack. These ATIs look for the indications
of a threat and are not based on signatures. Now you can detect advanced threats,
zero-day attacks and other malware that evades signature-based detection tools—in
real time. No waiting for signature file updates. No testing and updating .dat files. No
sweeps, scans or polls. You get immediate, proactive, signature-less detection.

* Response: Use a recorded history to see an attack’s full “’kill chain”; contain and stop
attacks. When you need to respond to an alert or threat, you’ll instantly have the
information you need to analyze, scope, contain and remediate the problem. With the
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recorded details about every machine, you can “go back in time” to see what happened
on any of your machines to understand the full “kill chain” of an attack. You’ll also
have a copy of any binary that ever executed so you can analyze it yourself, submit it
to a third party, etc. And you can contain and stop attacks by globally blocking the
execution of any file automatically or with a single click.

* Prevention. Stop attacks with proactive, signature-less prevention techniques. With
Bit9, you can choose from different forms of advanced endpoint protection to match
your business and systems. Bit9’s proactive “Default-Deny” approach ensures that
only software you trust can run on your machines. Bit9’s “Detect-and-Deny”
technology uses ATIs to detect malware and stop its execution, and Bit9’s unique
“Detonate-and-Deny” approach automatically sends every new file that arrives on any
endpoint or server to leading network security tools for “detonation.” If they find
malicious files, Bit9 will automatically stop them from running on all of your
machines—instantly.

Carbon Black accelerates detection by going beyond signatures, and reduces the cost and
complexity of incident response. Using a real-time endpoint sensor, Carbon Black delivers
clear and accurate visibility and automates data acquisition by continuously recording and
maintaining the relationships of every critical action on all machines, including events and
event types such as executed binaries, registry modifications, file modifications, file
executions, and network connections.

Carbon Black provides a cross-process event type that records an occurence of a process
that crosses the security boundary of another process. While some of these events are
benign, others can indicate an attempt to change the behavior of the target process by a
malicious process.

All File All File
Modihcations . — . Executions

1
i’.l'
All Registry . A All Network
Q—V,L‘I

L ,-' Connections

N

Copy of Every
Executed Binary

Madifications

Carbon Black provides a powerful platform for detection. Unlike scan-based security
solutions, Carbon Black can expand detection beyond the moment of compromise with its
robust endpoint sensor and the Alliance Server, which includes:

* The Bit9 Software Reputation Service (SRS), a cloud-based intelligence database that
provides highly accurate and up-to-date insight into known-good, known-bad and
unproven software, giving IT and security teams actionable intelligence about the
software installed in their enterprise. The capabilities of the SRS are further enhanced
by feeds from leading providers, including OPSWAT, Team Cymru and others.

* Carbon Black Threat Indicators look for patterns of behavior or indicators of
malicious behavior. Unlike signature-based detection, threat indicators can recognize
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distinct attack characteristics based on the relationships between network traffic,
binaries, processes loaded, and user accounts. Carbon Black also offers watchlists,
which are fully customizable saved searches that you can use to look for specific
Indicators of Compromise (IOCs).

* Third Party Attack Classification, which uses intelligence feeds from third-party
sources to help you identify the type of malware and the threat actor group behind an
attack. This enables security teams to have a better understanding of attacks so that
they can respond more quickly and effectively. You can also leverage your own
intelligence feeds to enhance response capabilities.

Carbon Black compares endpoint activity with the latest synchronization of threat
intelligence feeds as it is reported. You can add intelligence feeds that you already have set
up to give you zero-friction consumption of threat intelligence in Carbon Black, regardless
of the source.

Carbon Black’s sensor is lightweight and can be easily deployed on every endpoint,
requiring little to no configuration. This enables endpoint security analysts and incident
responders to deploy thousands of sensors across their environment to immediately
answer key response questions.

Carbon Black’s continuously-recorded sensor data is stored in a central server, which
enables your team to see and understand the entire history of an attack, even if it deleted
itself.

Carbon Black integrates with leading network security providers such as Check Point,
Fidelis, FireEye, and Palo Alto Networks. This integration enables you to prioritize alerts
that are detected on the network by correlating them with events that occurred on
endpoints and servers. All of this empowers you to fully investigate your entire enterprise
instantly to accelerate detection, reduce dwell time, minimize scope and immediately
respond to and contain advanced threats.

You can use Carbon Black’s platform APIs to customize or integrate with existing security
technologies that you are using, and Security Information and Event Management systems
(SIEMs).

There is no one way that you can use Carbon Black. You can focus on analysis and overall
health, or use it as the sentry posted at the gate, or both. For this reason, features enabled
or not enabled by default might not always align with your expectations. Carbon Black is
designed with as much flexibility as possible so that you can use it in the way that suits
you best.
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System Architecture

The Carbon Black Enterprise server software is installed on a Linux server. The Carbon
Black server records events related to file changes, but copies of files and the data that
changed are not recorded.

The following diagram illustrates the components of a Carbon Black installation, which
are:

* Sensors that can be installed on various endpoints such as laptops, desktops, servers,
and point of sale (POS) machines.

e A server that collects sensor data and makes it accessible with a web user interface or
an APIL.

* The Threat Intelligence Cloud that includes the Bit9 Software Reputation Service
(SRS), Carbon Black threat indicators, and third-party attack classification (Alliance

Partner Feeds).
Sensor Carbon Cloud
Endpoints Black Server Services

E WEE UI
LAPTOPS - ] T

. 1
PESKTOPS - -— CARBON| ___ POSTGRES
—

ELACK (LINUX) o5 DATABASE
i

SERVERS
il

SERVER
POINT OF - 1o
SOLE - - Bit-:

APl

Threat Intelligence Cloud
Theeal ndiCalons  Repulaton  ALLack Cless iMRCation

SOLR
DATABASE

If your company is also using the Bit9 Platform, there is integration between it and Carbon
Black. By leveraging the Bit9 Security Platform, you can contain advanced threats by
globally blocking or banning them through Bit9’s customizable prevention techniques in
the midst of a response.
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Data Flows: Sensor, Server, and Cloud

After the Carbon Black server software is installed, sensors are downloaded to endpoints
and two databases are created:

* The Postgres database is used for user configuration, server configuration, and other
system administration, such as the registration of sensors as they come online.

* The Solr search engine is used for all binaries, all file executions, file modifications,
network connections, and registry modifications.

The following diagram illustrates the flow of data after the Carbon Black server and
sensors are set up.

Threat Intelligence Cloud
Threal bdicatons  Repulation  Attack Classilication

As soon as a sensor is installed, it begins buffering activity to report to the server. This
includes:

* Currently running processes that create events

* Binary executions

* File executions and modifications

* Network connections

* Registry modifications

* Cross-process events (events that cross the security boundaries of other processes)

Every few minutes, sensors check in with the server, reporting what they have buffered,
even if they are reporting that they have nothing buffered. When a sensor checks in, the
server responds, letting the sensor know when to send the data and how much data to send.

As the data is sent to the server, most of it is kept in the Solr search engine, with the
exception of binaries. You can configure sensor settings to allow for binary uploads. The
binary uploads are not retained in the Solr database, and instead are stored in a standard
data directory.

As the server records data from sensors, the data is compared with the latest
synchronization from any enabled alliance feed partner. In most cases, incremental
synchronizations occur hourly. Full synchronizations occur once every 24 hours by
default. You can set them up to occur as often as you need them.
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Most Alliance feed partners provide a list of all of the IOCs they track. Some feeds, for
example, VirusTotal or Bit9, only include reports on MD35s that are observed in your
enterprise. If you enable data sharing, Carbon Black pushes MD5s that are observed by
sensors and binaries originating from your enterprise to the cloud. These are compared to
the data that Bit9 and other third parties have on those binaries. If there is a corresponding
report or record, the feed is updated to include that information.

If there is no corresponding third party report, one is requested and when available,
included in the feed.

When information about a specific MDS5 is included in these feeds, it remains there, even
if the binary it is associated with is deleted from your endpoints and is no longer present in
your environment.

Note

Results returned by Carbon Black on any search include all available data. Refer
to the Carbon Black Enterprise Server Sizing Guide for recommendations for
configuration options that affect how much data is available.

This table provides key additional information about data flows:

Table 1: Data Flow Details

Data Flow Description

Sensor to ¢ All communications are HTTPS
Server * TCP is 443 by default, but is configurable

¢ All communications are initiated from sensor to server (never from
server to sensor).

* SSL is used for confidentiality, integrity, and authentication. Sensors
have the server’s certificate embedded, and the server has all client
certificates embedded.

* Normal proxies are supported.
* SSL proxies are not supported.

The server’s sensor-facing interface can be configured in a DMZ to
support laptops or desktopcs outside the corporate LAN.

All communications are explicitly opt-in

Required for threat intelligence that is provided by Carbon Black
TCP is 433 to api.alliance.carbonblack.com

All communications are HTTPS

Proxies are supported

Server to
Alliance Server

Server toyum |*® TCP is 443 for HTTPS to yum,carbonblackcom
Repository * TCP is 443 to a CentOS and EPEL mirror.
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Carbon Black Workflow Overview

Once the Carbon Black enterprise server and sensors are installed and configured, your IT

and security teams who are responsible for maintaining the health of your computer
systems perform basic tasks on a regular basis to ensure that there are no threats on any

computer in your enterprise.

The basic workflow is continuous: you search for threats, analyze them, resolve then, and

using the tools of your choice, prevent them from happening again. As you search, you

can tag any items that seem unusual or that merit further investigationa nd then drill dorwn

fiurther to find out more details about those items.

Carbon Black provides you with tools to help you detect and fix threats to your system.
This diagram shows the basic workflow that you use with Carbon Black:
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The following table shows how Carbon Black provides solutions to the problems you face.
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Table 2: Security Problems and Carbon Black Solutions

Problem Solution

What is the entry point of
the threat?

Find out how the attacker got into your systems. Get
oriented with visibility into everything that is running on
every computer in your enterprise using the Process
Search feature.

What did the attacker
do?

Look deeper into suspicious processes and events to detect
evidence of damage. Select processes that look suspicious
and drill deeper using the Process Analysis feature.

How many machines
were compromised?

Find out the scope of the damage by digging deeper into
details about detected threats by using the Process Details
and Binary Details pages. Set up Threat Intelligence
Feeds and Watchlists by defining characteristics of
interesting activity that you want to be notified about and
receiving notifications as you need them. Create
Investigations of suspicious processes to keep track of key
events during a given response.

How do we respond to
threats?

Find out how bad the threat is, and then determine how to
respond to it by seeing its full evolution, containing the
threat, and then controlling it.

How do we stop the
threat from happening
again?

Carbon Black, Release 5.0.0

Use the Go Live feature if a problem is identified on a
sensor and you need to isolate the sensor. It allows you to
directly access content on endpoints that are running
sensors which provide information. Set up Watchlists and
Threat Intelligence Feeds that identify specific issues, and
use the feeds and watchlists to perform continuous
searches on your systems for immediate detection to help
you stop the threat from happening again, and to ensure
that you know of any new related activity.
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Chapter 2
Using the Carbon Black Console

This chapter covers the basics of using the Carbon Black console: how to log in and out,
how to navigate in the user interface from the menu system, and how to view the
information Carbon Black makes available to you through user interface elements like
tables, details pages, and dashboards. Mastering the information and tasks in this chapter
will give you a head start on all other Carbon Black activities described in this guide.

Sections
Logging In 30
Logging Out 31
The Welcome Page 32
Using the Main Menu 33
Using Search Pages 36
Using Tables 39
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Logging In

Carbon Black has a browser-based user interface, referred to in this document as the
Carbon Black console, for access to the Carbon Black Enterprise Server and the
information it collects from sensors and threat intelligence feeds. You can log into the
Carbon Black console from a web browser on any computer with access to your server.
These browsers are supported:

* Google Chrome version 16 or higher

* Mozilla Firefox
To log into the Carbon Black console:
1. From any supported web browser, enter the path to the Carbon Black server.

The Carbon Black login screen displays:

CARBON

BLACK

Lizpmame

Password

2. Ifyour browser displays a warning about the certificate, you can safely ignore the
warning and click through the remaining confirmation screens. .

Note

To avoid future certificate warnings, accept the certificate permanently.

3. Enter your user name and password.

4. Click the Login button. The Carbon Black Welcome page displays.
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Logging Out

The top right corner of Carbon Black console shows the name of the user that is currently
logged in. This name also includes a menu from which you can view the profile of the
logged-in user or select the Logout command.

To log out of the Carbon Black console:

1. From right end of the console banner, move the mouse cursor over the user name and
choose Logout on the menu.
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The Welcome Page

The Welcome Page provides high-level instructions for getting started with Carbol Black.
Click the features that are highlighted in blue to go to the page where you define them.

Carbon Black, Release 5.0.0

Welcome to Carbon Black!

There are four steps to get started:

1

i

Download the sensor

Windows Sensor

JSX 3ensor

Linux Sensor

Thiz is a sensor for the defaull group, with settings provided during chimf. The
mesl imporant setling is Sarqer UBL, as it defines how sensors will connect toe
this erver. As your requirements grow, you can creale ew sensor groups,

adjust setlings per group, and download sensor installers for each group. You can
alzo move existing sensors from one group Lo ancther.

. Install the sensor on a computer

The: link above is the standalone executable installer. It's a ZIF archive with a
digitally signed installer, a settings filz and a readme. Extract the archive and run
CarbonBlackClientSetup exe on the target computer. The sensorsettings.ini file
must be in the same directory, othersise the installer won't know the Server URL

From the Sensors page, you ¢an also download an M31 installer. This should
make deployment via Group Policy a breeze

Confirm the sensor connected to the server

Head over to the senzors page Yoo should see the new computer appear within
sixty seconds. f t doesn't show up, doublecheck the computer can reach the
server via the Server URL

Search!

Mow you're ready to pull up the process search page or the inary s=arch page
and check things out! It akes two to three minutes for data to start amving. You
may see some missing dala at firsi, please be patient while we get everything
codlected and organized. |f you want a fresh start from moskmlese, reboot the

new computer and then explore the boot process

1/26/2015
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Using the Main Menu

The Carbon Black main menu at the top of each page allows you to easily navigate to
other console pages. The menu is organized in sections according to logical task
groupings, and in most cases shows a submenu of choices when you move the mouse over
one of the top-level labels. Clicking on a top-level item opens the page for the first
submenu choice.

B It 9 CARBON | & pect~ | @ Respond = = A Motifications ~ 4 Administration = | Sara Smith -

Table 3: Carbon Black Main Menu Choices

Section Description

Detect Dashboard provides an overview of all the hosts that Carbon Black
is monitoring. It displays information about the alerts found on the
hosts, the users accessing the hosts, and the alert resolution status.

Threat Intelligence provides feeds from reliable software such as
VirusTotal and National Vulnerability Database. You can set up
watchlists (described below), incremental synchronizations and full
synchronizations with these feeds. You can also access information
about process and binary matches found by each feed.

Triage Alerts shows events that match queries defined by watchlists
and Indicators of Compromise (IOCs) defined by feeds. The
information that displays provides criteria that is available to use to
search for specific events. The criteria that is displayed for each
event is:

e Status

¢ Username
* Hostname
* Feed

¢ Watchlist

* |0OC

¢ Assigned To

You can customize the search criteria by clicking + Add Criteria.

Watchlists are saved queries that are performed on process events
and binary data stores. The queries contain lists you can use to track
specific Indicators of Compromise (IOCs). When you select a
watchlist, details of the watchlist display. If you click the Search
button, the full process or binary search runs, using the query that
created the watch list. When the search completes, the Search
Process page displays with the results.
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Table 3: Carbon Black Main Menu Choices (continued)

Section Description

Respond Process Search provides an overview of the sensor process data
collection from the sensors that are currently installed. Carbon Black
tracks process creation, registry modifications, file modifications, DLL
loads and network connections, and organizes them by process. By
default, the system runs a search with *:* as criteria and displays
every process that has executed. The results are sorted by the most
recently executed processes, which display at the top of the list. For
more information, see Chapter 7, “Process Search and Analysis.”

Binary Search shows the metadata of binary files that have been
executed. Binary file data is tracked at the moment of execution. The
results include every binary file that has been executed, and its
metadata, in the environment. Binary file executions are identified by
their MD5 hash names. For more information, see Chapter 8, “Binary
Search and Analysis.”

CB Live Response is a command line page that provides direct
access to sensors. Use this option if a problem is identified on a
sensor and you need to isolate the sensor. This page is useful when
you are performing an Investigation (see below), as you can directly
access content on endpoints that are running sensors that are
providing information. For more information, see Chapter 6, “Incident
Response on Endpoints.”

Investigations are a collection of tagged process events that are
products of search results which come from searching your networks
and endpoints for threats. Use investigations as a way to group data
for reporting, compliance, or retention purposes. For more
information, see Chapter 11, “Creating and Using Investigations.”

Default Investigation opens the default investigation, which displays

over any page that you currently have open. The default investigation
E consists of events that are tagged in processes from search results.
You can click the icon again to delete the default investigation
window. For more information, see Chapter 11, “Creating and Using
Investigations.”.

Notifications This menu contains confirmations of user actions such as tagging
events and creating investigations. This information is cleared when
you close the Carbon Black console.
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Table 3: Carbon Black Main Menu Choices (continued)

Section Description

Administration

Server Dashboard shows server storage statistics such as disk
space, sensor statistics, and server communication status. For more
information, see “Using Search Pages” on page 36.

Sensors shows data for sensors and sensor groups. Much of the
data on this screen relates to sensor groups, which are used to
categorize sensors that share the same configuration. The dropdown
menu in the upper left corner shows the group that is currently
selected. You can view, define and update sensors and sensor
groups on this page.

Users enables Carbon Black administrators to add new users, view
user activity, and to create teams of users. The purpose of setting up
users is to define people who can log into the Carbon Black product.
Teams are logical collections of users. Users can belong to several
teams.

Sharing Settings enables you to set up alliance communications
settings, enable Carbon Black to gather performance information
from users, set up server notification email, and to share your alert
information with the Alliance Threat Intelligence Community. This
page also displays your current sharing settings.

Settings is only available to users with Global Administrator

privileges. Use this page to:

¢ Set bandwidth throttling to control the flow of data to the server,
which is helpful where bandwidth is an issue.

* Define email settings for how Carbon Black sends notifications
from watchlists and threat intelligence feeds.

¢ Adjust licensing.

* Review the server settings as defined in the cb. conf file. The
cb.conffile allows you to check settings and configuration without
touching your actual configuration.

* View and edit definitions for server nodes in a cluster.

* View Bit9 Platform server settings and credentials for access to the
Bit9 Server. These fields are completed when integration with Bit9
Platform is configured on the Bit9 Platform side.

User name
menu

Profile Info shows the name, email address and teams for the user
who is currently logged into the Carbon Black console. It also has a
link to the user’s API token information, which is required to complete
the integration with Bit9 Platform Support, and to use the Carbon
Black APIs. Use this page to change the user's password and to view
and reset the user’s API token.

Logout logs the current user out of the Carbon Black console.
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Using Search Pages

A primary feature in Carbon Black is the search function. You use it to look for executed
processes, binaries, and threats such as Indicators of Compromise (IOCs). The search
functions works the same way for many of the pages. This section provides an overview of
the user interface elements that you use for searching. For detailed information about
performing searches and queries, see Chapter 7, “Process Search and Analysis,” Chapter
8, ‘Binary Search and Analysis’, and Chapter 9, “Advanced Search Queries.”

This is an example of a search page:

Q Search Processes
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At the top of most pages, a search field displays.

In this field you can type search criteria such as a string of text, combined terms, Boolean
operators, and phrases. Search criteria must be entered in a standard format. Search
criteria entered without syntax is treated as a full text search, and can correspond to any
field, such as a filename, a host name, a registry file, or a network connection (DNS
name). These searches do not use the system indexes, which could affect query
performance and accuracy.
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The following is an example of search criteria:

domain:www.carbonblack.com

This query would return all processes with network connections to and from domains that

match the given Fully-Qualified Domain Name (FQDN).

In many search fields, as you enter search criteria, the system displays the syntax for fields

where the syntax must be valid, and auto-completes your criteria as you type it.
Beneath the search field, the Add Criteria button is displayed.

+ Add Criteria -

Use this in cases where you do not know which search criteria to enter or the required
syntax for the search field.

When you click the Add Criteria button, you can select from the fields that display and
enter criteria for each field. However, criteria entered this way cannot be combined using

logical operators or nested to form more complex queries. Here is an example of the
criteria that are available to use for search in the Search Process page:

Primary critans Fleparth-related crideria Carbon Black Alliance Bl 2=arch

Pain af mogined fle inaTold Lpdated o
Registry-related critaria
1 frsgist
Sarviee Count of Fegiery moatications
Weatchlist-related critaria

Mutwork-traific -ralated critoria " e WADES. related crifiria
IP addr=ss satecha ) WADE o e, Dinary ar fle

Camain name ertaxa, mnarg or ik

Tima -ralated critaria Caourt of nehaark connechons Exit Modes 3 WAL {chikdpros exe, Dinary or fike

Procass stat 1ma Thiraahzanrack Carton Blstk Fite wa

Binary crteria T ity Sacre e

Snara Shahss

Prdml - Malicinzs LR

The search field and the individual criteria fields can be used independently from one
another, or they can be used in combination. When used in combination, the system
combines them using an "AND" operator. File names or directory names that contain
spaces must be enclosed in quotation marks. Whitespaces can also be escaped by
preceding the space with a backslash “\ ”.)

At the right side of the banner where these search fields display, there is a Reset search
terms button that you can click to remove the current search criteria and restore the
default setting, which uses *.* as criteria.

) Reset search terms
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At the far right side of the banner, there is a drop-down menu that provides the options to

share your search criteria, add a watchlist to your search, or to export your search to a CSV
file:

th terms ;s -

I
k= Share

£ Add Watchlist
™ Export CSV

Search fields also appear at the top of small tables, as shown in the following example.

Process Name (50+) Li]

Q

You can use these fields to filter the information that displays in the tables, or to search for
a particular item of the type that is displayed in the table.
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Using Tables

There are two types of tables that display in the Carbon Black console; small tables that
display field-specific information (facets), and tables that display query results. The
following page shows both types of tables:

Q Search Processes

Db Resel R Arch

+ Agu Criteria -

Process Mame  Group  Hostname  Pared Frocess  Process Palth  Process MDS
Process Name (502) L- I = ©  Hestname (13) @9 J Parent Frocess (50+) L)
Q Q Q Q
chrome:see (11.078) cefauk growp | 100.0%) lapbopd (B5%) svchost e (23 5%)
0 wEiprese. e (15| desktopd [19%) seamchindexner.exs {150% o
maEorsve ene [3.1%) deskicgi (3%) ehrome exe [11.B%)
EGOrE Bproioe Ditcel aea |T 050 lzptopl2 (3%} earde e e |3 1%
Heat Type o Hour of Cay o DOy of Wieek a Froce=s Starl Times a
|. 1
5% = = —
100
0
1 1
Wik sttion
1%

W

Related Events

of 43,623 matc hing proc esses Sort by | Process start bime \

chrome.exs 47 minutes age on COMPUTERMAME regmod 0 filamod 1 modicad 63 netconn 0 prec 0 o
¢:\program files (xBEgoogleic romelappic aliorfichrome exe [
,'-..5 poogleupdate sxe 4E minutes ago on COMPUTERNAME  regmod 1 filemad 0 mocdicad 42 netconn 0 proc B
:) £\program fles (xBEfgeogielupdalsigoogleupdate. axe a
taskeng exe 45 mines age on COMPUTERNAME  regmesd 1 flemod 0 modicad 28 netconn 0 prog |
aindoustsy sham T taskeng s Q 3
chrome exe 2 hours ago on COMPUTERNAME regmad 0 filemod 1 modbosd 63 netconn 0 proc B =
&hiprogram files (A5 hgeagislc remelapplic atiorichrema exe Q 3
googlsupdate exe 2 heurs ago on COMPUTERMAME regmad 1 filemod 0 modicad 48 nesconn 0 proc 0 A/
: G B hoegle undale\ songloucdats geg >

Note

Some tables display differently from how we describe them in this section,
often because they are used with unique types of data. We describe those
tables in the sections where we document the features that contain them.
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Facet Tables and Charts

On three main pages; Triage Alerts, Process Search, and Binary Search, beneath the Add
criteria button, a set of facets, which are small tables, cross the page, with arrows on
either end that enable scrolling to display additional facets.

Process Mame= [30+) B Gmoup il B Hosiname [13) B0 Pament Process (504+) [1]
a, =1 q, &
chrome.ase [11.8% defoek groep | 100.0W |spbop (B5%) avahoatexe (23.8%
@ winipre e exe {B1% degktopd {(15%) st hindeaer exe {1 50% e
s (B 1 deskiog (3%) chinee cxe (11 2%
mearchprotn: choal axe (7.0 lephop12 [3%) sarvices mos (5,15

The number of facets is fixed and so is their arrangement. Facets are used to filter the
search results, and they work in conjunction with the criteria entered in the Search field.
Beside the facet name, a number indicates the volume of results up to 50. If there are more
than 50 results, the result volume displays as (50+).

Beneath each of the search fields for each facet are the results of the current search. The
default search uses *:*, so in the Process Name facet, the top process listed is the process
that has occurred more than any other process out of the total "matching processes"
identified farther down on the screen. The top row is always shaded completely (100%),
whether it occurred once, twice, or hundreds of times. The other rows are shaded in
proportion to the number of matching results they had relative to the most frequent
process. Centrally located beneath the facets is a More button that expands the view of
facet results and adds scrollbars to them to show all of the results for each facet. Clicking
any of the listed results for a facet highlights it and uses it to filter the process search
results. Clicking a second time deselects the result. You can select multiple facet results.

On the Process Search and Binary Search pages, a row of charts displays under the facet
tables, based on the results of the search. This is an example of the types of charts that

display.
Host Typ= @ Howr f Crary a Dy of Wesk @ Process Start Times L]
el ‘ ) -
15% i o
- x "
1 i ’

wiikstiion

In charts that contain bars, you can click on a bar to filter the results that display based on
the information for that bar. You can hover over the information icons for specific
information about each chart.
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Results Tables

When you run queries using the search field described in “Using Search Pages” on page
36, the search results display in a large table at the bottom of the page, as shown in this

example:
Showing | 10 | of £3,404 make hing procesees Somby  Process stan time i
l.T'I 1 googlkeupdats sxe 28 minutes age an COMPUTERKAME  regmod 1 filemod 0  modioad 48 netconn 0 proc &
@ & rram files (<36 ool shupiel oo supdate cx Q3
taskeng.exe 28 minutes age on COMPUTERRAME  regmad 1 fllemod @ modload 23 netconn 0 proc 1
© hwindows ey stem 32 taskeng exe a3
& PO A0 rninutes agoon COMPUTERNAME  regrad 8 filemod 0 maodioad 63 neteonn 0 prod 0 =3
¢ program files (x5 1geedsichrometappic ation' hrome sxa Q2
chrome exe 33 minutas age on COMPLUTERKAME  regmod 0 filemod 1 modicad 63 netconn 0 proc & o
c ‘program files [x38)googlsichromalapplcation’c hroma_sxa o ¥
1",_"'I f  googkupdataexe | hours: aga on COMPLTERMAME ragmaod 1 fileamod 0 modioad 48  netcomn @ proc O
¥ c ‘program files (436 -googletupdaiegoogleupdate exe Q ¥
taskeng.exe 1 Foune ago & COMPUTERMAME regimad 1 fllemod 0 modload 28 netconn 0 proc 1
 hwindows sy stem AAtaskeng exe o>
chrome.exe 2 hours: ago on COMPLITERMAME regrad 0 filemod 1 modioad 63 netconn 0 prog B -]
c progrem files (xB6)goegleschremalappication's hrame. axe Q3
1:'" £ googleupdatesxe 2 hours ago on COMPLITE RNAKE regmad 32 filemod 1 moedioad 72 netconn 1 prod O
. g c ‘program files (236 )googlshupdaietqoog eupdate. cxe a ¥
1",_": !  googlupdateexe 2 hours aga on COMPUTE ANAKE rexgyrmand 1 filemod 0  modload 57 netconn 0 proc &
B c ‘program files [x36),googlshupdaisigoogisupdate. e Q¥
taskeng.exe 2 hours ago on COMPUTE RNAME regmaod 1 filemod 0  modioad 28 netconn 0 proc 1
o vwindowelay stemISdaskeng exe Q ¥

This example illustrates many of the typical elements in Carbon Black results tables. The
top row contains an option to define how many results display. In most places the default
number of displayed results is 10. In the top row on the right is the Sort by field, which
provides options for sorting the results that display that are unique for each type of search.

On each row, on the left, you can see an icon for the type of process beside its name.

The following table describes icons that commonly display in rows and how to use them:
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Table 4: Table icons

Icon Description

> If you click on the filename (highlighted in blue), or the > sign at the
far right, a page with details about the file opens. For example, if the
result came from a process search, the process analysis page
opens, and if the result came from a binary process or watchlist
page, a details page opens.

Q The Preview icon opens a preview page for the result

|

The Watchlist icon opens the watchlist that contains the result.

The Tag icon indicates if the result contains an event that is included
in an investigation. A gray tag icon indicates that a process does not
have any events tagged for an investigation. A blue tag icon indicates
that the result contains events that are tagged in an open
investigation. Results that contain events that are tagged in an
investigation other than an open one have a black tag icon.
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Chapter 3

Creating and Managing Console User
Accounts

This chapter explains how to manage access to the Carbon Black console for users and for
teams of users.

Sections
Creating User Accounts 44
Changing Passwords 46
Deleting User Accounts 46
Creating Teams 47
Deleting Teams 47
Viewing User Activity 51
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User Account Management

Each Carbon Black console user must log into the system with a user name and password.
User accounts provide system-management professionals and others who use the Carbon
Black console the ability to access and manage Carbon Black features.

During Carbon Black installation, a default user account is created, and is assigned to the
Global Administrator role.

You can set up users with the Global Administrator role, or with roles that have varying
levels of access. The Global Administrator role has full access to all administrative,
product, and sensor settings and data. You define users as Global Administrators when you
are creating a user account. You define roles with different levels of access when you
create teams. For information about teams, see “Creating Teams” on page 47.

Creating User Accounts

Use the URL for the Carbon Black Enterprise server and the administrative user ID and
password that were created during the Carbon Black Enterprise server installation and
configuration process to log into the Carbon Black console.

To create a user account:

1. From any supported web browser, enter the path to the Carbon Black Enterprise
Server, for example:
https://<your Carbon Black Enterprise server address>/

The Carbon Black login screen displays:

Bit9

CARBON

BLACK

Lizemame
Password

| Login |

Enter the user name and password that were set up in the cbinit script during the
installation process.
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2. From the console menu, choose Administration > Users. The Users page displays.

=

3. Click Add User and enter the information described in the following table. All the
fields are required.

Table 5: Add User Fields

Field Description

Username Name that the user enters to log into the Carbon Black console.

Enter any combination of letters, numbers, or English-keyboard
characters. User names are not case sensitive.

Note: User names are restricted to standard, Latin alphanumeric
characters. Symbols and punctuation characters are not allowed.
If you attempt to create a user account with an illegal character,
the Carbon Black console will display a warning dialog box.

First Name First name of the user.

Last Name Last name of the user.

Email address Email address for the user.
Password Password that authenticates this user.

Enter any combination of letters, numbers, or special characters.
Passwords are case sensitive. This field changes to New
Password when you are editing existing accounts.

Confirm Retype the password to ensure that the password is the one you
password intended to use.
Assign to Select the team in which to include the user. The default team is

Administrators. You can select more than one team. For
information about teams, see “Creating Teams” on page 47.

Global Select this option to give the user Global Administrator privileges.
Administrator

4. Click Save changes.
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Changing Passwords

It is recommended that users change their passwords after they log in for the first time.

Note

If you need to change an administrator’s password, contact Carbon Black
support.

To change a user password:

1. Log into Carbon Black with the user name and password provided by the system
administrator.

At the far right of the console menu, choose yourusername > Profile info.

< Respond » = A Notifications - # Administration « Sara Smith -

2. The My Account window opens.

My Account

My Teame

sare Smith

¢:m§&3}m}-i~:-m::r.a.n~,-'.v.-m Aange Passwond

3. Click Change Password. The Change Password window opens. Enter your current
password and your new password, and then verify your new password.

4. Click Save changes.

Deleting User Accounts

User accounts can be removed from the system, for example, when an employee no longer
needs access to the Carbon Black console or leaves the company. By default, users with
Global Administrator privileges can delete any account except their own. If the user with
the deleted account belongs to a team, the user will automatically be removed from the
team when the user account is deleted.

Note

You cannot delete the default administration account.
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To delete a user account:

1. From the console menu, choose Administration > Users. The Users page appears:

Users @& Al Teams =

Q Q
Masha WVolkov o Adnministrators i
Raonald Blake Fg ~)
Dinesh Bhat o
Sara Smith g <]
Luis Harrars o
I Usar Activity

2. Locate the user’s name and click the Delete icon.

3. Respond to the confirmation prompt. To delete the account, click OK.

Creating Teams

A team is defined by the type of access it has to each sensor group. During Carbon Black
installation, a default sensor group (called Default Group) is created and the sensor group
is automatically defined with Administrator access. A default user account is also created,
and is assigned to the Global Administrator role and given Administrator access to the
default sensor group. You can create user roles by assigning users to teams with varying
levels of privileges for sensor groups.

The types of privileges that are available are:
*  Administrator

* Viewer Access

¢ No Access

You create teams in the Administration menu on the Users page. The steps for defining
teams and roles are included in this sections.

The following table describes privileges and the types of access that are available for each
role.
Note

If a user is defined as a Global Administrator, the Global Administrator
privileges provide access to all functionality. This overrides privileges
that are assigned in teams.
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Table 6: Team Settings and Feature Access

Features

Global

Administrator

Administrator

No Access

Administration

Server Dashboard Read/Write No Access No Access No Access
Access

Sensors and Sensor | Read/Write Read/Write Read Access No Access

Group Settings Access Access

Users Read/Write No Access No Access No Access
Access

Sharing Settings Read/Write No Access No Access No Access
Access

Settings Read/Write No Access No Access No Access
Access

Detect

Dashboard Read/Write Read/Write Read/Write Read/Write
Access Access Access Access

Threat Read/Write No Access No Access No Access

Intelligence Access

Triage Alerts Read/Write Read/Write Read/Write Read/Write
Access Access Access Access

Watchlists Read/Write Read/Write Read/Write Read/Write
Access Access Access Access

Respond

Process Search Read/Write Read/Write Read/Write Access (no data
Access Access Access displays)

Binary Search Read/Write Read/Write Read/Write Read/Write
Access Access Access Access

(data displays)

CB Live Response Read/Write No Access No Access No Access
Access

Investigation Read/Write Read/Write Read/Write Read/Write
Access Access Access Access

Notifications Read/Write Has Access Has Access Has Access
Access

User Name Menu

Profile info Read/Write Read/Write Read/Write Read/Write
Access Access Access Access

Logout Read/Write Read/Write Read/Write Read/Write
Access Access Access Access
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The following scenario provides an example of how you could set up user accounts and
teams.

Suppose that a division of your company is based in Europe, with sites in England, France,
Germany, and Italy. You have administrators in each country that oversee the computers in
their countries’ sites. You could assign the country administrators the role of Global
Adminstrator, so that they can set up their users and user teams, and associate them with
the sensor groups that are defined for their regions. If there are users who are responsible
for computers that belong to more than one sensor group, you could add these users to
multiple teams to ensure that they have the access and visibility into all the sensor groups
they need to monitor.

To create teams:

1. From the console menu, choose Administration > Users. The Users page opens.

Users @& Al Teams =

Q Q
Masha WVolkov o Adnministrators e
Raonald Blake Fg ~)
Dinesh Bhat o
Sara Smith Fg ~)
Luis Harrars o
I Usar Actvity

2. Click the Create Team button. The Add Team Settings page opens.

Add Team Settings

Marme

u
]

No Acce Wizwer A Administrator Acces

£
]

Default Group

Test123
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3. In the Name field, enter a name for the team.

4. Drag and drop the sensor groups to the list with the type of permissions that are
appropriate for this team. For example, if you want this team to have no access to the
sensor group named “Default Group,” you would drag and drop the Default Group
box to the No Access list.

You could assign roles to users by adding them to teams that are set up with the type of
privileges that are appropriate for the role (Administrator, Viewer Access, or No
Access).

This screen capture shows a team definition for a team called “England” with no
access to the default sensor group and administrator access to the Test123 sensor

group.

Edit Team Settings

Mame

England

Ciefault Group Test123

Close Save Changes

5. Click Save Changes.

Deleting Teams

You can delete teams from the Users page. When you delete a team, references to the team
in user accounts are deleted as well, but the user accounts remain active.

To delete a Carbon Black team:
1. From the console menu, choose Administration > Users. The Users page displays.
2. In the list of teams, click the Delete (x) icon. The team is removed.

3. From the console menu, expand the Notifications menu to see a confirmation that the
team has been deleted
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Viewing User Activity

Carbon Black keeps an audit trail of user activity on the console.

To view user activity:

1. From the console menu, choose Administration > Users.

2. Click User Activity at the bottom of the Users column. The following information

displays.

Table 7: User Activity Fields

Field Description

Username The user name of the user who has accessed the Carbon Black
console.

Timestamp The full date and time that the user logged into the Carbon
Black console.

Remote IP The IP address of the computer that the user logged in on.

Result The HTTP response code when the user accesses a resource.
For example, a successful authentication would show an HTTP
200 code response. If a user did not have permission to access
an administrator-based resource, an HTTP 403 code would
display.

Description The HTTP response description. For example, an HTTP 200

response would show “OK” as a description, while an HTTP
403 response would show a “Requires Authentication”
response.

3. Click Export to CSV to export the activity results in a CSV format with the filename
UserActivity.cswv.

Note

The access logs for user activity are located on the Carbon Black Enterprise
server in the following file:

/var/log/cb/coreservices/debug.log
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Chapter 4: Sensor Groups

This chapter describes creating, editing, and deleting sensor groups.

Sections

Page

Sensor Group Overview 54
Creating Sensor Groups 54
Sensor Group Settings 55
Advanced Settings 56
Permissions 58
Event Collection 60
Moving Sensors to Another Group 61
Editing Sensor Groups 62
Deleting Sensor Groups 63
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Sensor Group Overview

Carbon Black sensors are lightweight data-gatherers that are installed on endpoints (such
as laptops, desktops, and servers) on a deployed network. They gather event data on the
endpoints and securely deliver it to the enterprise server for storage and indexing. Each
sensor is associated with a sensor group that defines its configuration and security
characteristics. One sensor group can contain many sensors, but a single sensor can only
belong to one sensor group.

Sensor groups can be based on your security and organizational requirements. For
example, you might base sensor groups on functional groups (such as marketing, customer
service, or IT), or location.

If you move sensors from one sensor group to another, the sensors will receive security
settings from the new group the next time they check back in to the server. In most cases,
you do not have to reinstall the sensors when you move them. For more information, see
Chapter 5, “Installing and Managing Sensors.”

Creating Sensor Groups

You can create sensor groups either before or after installing sensors. By default, sensors
are installed into a sensor group named Default Group.

When you create sensor groups you define the following groups of settings:

* Basic sensor group settings (required), where you define the name of the sensor group
and the URL that the sensor group uses to communicate with the Carbon Black
Enterprise server. Carbon Black sensor-to-server communications are basically
HTTPS, and behave as if the user opened a web browser to the Carbon Black
Enterprise server.

* Advanced settings , where you define limits for the sensor group’s disk consumption
on the host, enable VDI (Virtual Desktop Infrastrucure) for sensors on virtual
machines, define the site that the group belongs to, the name of the sensor executable
file, the sensor upgrade policy, tamper level settings, and critical alerts settings

* Permissions, where you define the levels of access for user teams to systems in the
sensor group

* Event collection, where you determine which event data to collect from the installed
sensors in this group
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Sensor Group Settings

In the Create Group page, on the Settings tab, the required information that you define is
the sensor group name and the URL that the sensors use to communicate with the Carbon

Black Enterprise server. Hover over the information icons for tips about what to enter in
the fields.

To define sensor group settings:

1. From the console menu, choose Administration > Sensors. The Sensor page displays
a list of all the installed sensors and several options at the top of the page.

@ Detsul Group - & Downioed Sensor installer | @ EdRSetings | O Deleted

COparaking Svsbam Versiens @ Carben Black Gersor Varsions @ Last Chackin Sarcer odes @
1
1
3 - wee mramt d -
Q Show Unnsialed Sensors Fourd: £
Compauter Hame & SEmbus Actrngy 0% Yerson Mode id  Sensor Versson
COMPUTERS Cnling Expacied in 42 sefonds Wirdows Serear 2012 R2 Standand Edmon 0 0.0.49124 >
COMPUTERAS Cnling Expacied in 42 ssfords Wirdows Sener 2012 R2 Standand Ediion 0 0041124 b
COMPUTERS onling Expacted in42 ssonds Wirdiows Barear 2012 R2 Standar Edtion 0 0.0.41124 S
& COOMPUTERIZ  oftine Lastsean aboul 3 months spo Wirdows 7 Service Fack 1. 32-bi 0 4.1.5.40410 >

2. Click the Create Group button. The Create Group page opens.

Create Group ®

Settings Advanced Pemissions Event Collection
Marne €& ¥ Search binary hashes with VirusTotal
B notfiad of any binary fiagged by VirusTotal Information such s
tha fianame, MO8 hash and pament prooess wil be shaned with tha
Sanver LRL a_ Bl Alkoroe pariners. Any binany avaiiablke on the Alance sanaer s
W

daluted, saving disk spocd.

Sean unkmown binaries with ViruesTaotal
This URL is unsecure. HTTFS is recommended  pujeet new wariants of known mahesre by shading the full Binary
santent af unknown sxecutakie files Binanes wil B¢ uplaaded and

sharsd with the Brb Alancs padners

Once the group is saved. you can modify in Share Settings.

Clase Save Changes
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5.

In the Name field, type the name of the new sensor group. Only alphanumeric
characters can be used.
In the Server URL field, type the URL that the sensor group uses to communicate
with the Carbon Black Enterprise server. This URL is usually the same one that is
used to log into the Carbon Black Enterprise server. Use HTTPS, and specify the
secure port in the URL.

Note

Be especially careful when entering or editing the server URL. An error in
entering a URL can shut off communication between sensors and the server.

(Optional) Select Search binary hashes with VirusTotal to be notified of binaries
flagged by VirusTotal that are found in your systems. Information such as the
filename, MDS5 hash and parent process will be shared with the Bit9 Alliance partners.

(Optional) Select Scan unknown binaries with VirusTotal to allow VirusTotal to
scan your systems for new variants of known malware by sharing the full binary
content of unknown executable files. These binaries are shared with Bit9Alliance
partners.

You can click Save Changes to save the information you just defined and close the
Create Group page, or you can click the Advanced tab to define advanced settings for
the sensor group. After you save the sensor group settings, you can modify the
VirusTotal options described in steps 5 and 6 in Administration > Sharing Settings.

Advanced Settings

You can define advanced settings in the Create Group or Edit Group Settings page. The
options are the same on each page. In this procedure, we are using the Create Group page.

On the Advanced tab, you define:

Sensor-side Maximum Disk Usage, which is the worst-case queuing capacity for
sensors should the server go down

Virtual Desktop Infrastructure (VDI) enablement for sensors on virtual machines
Site information for throttling data from sensors
Sensor Name (should you want to overwrite or prefix the default name of cb.exe)

Sensor Upgrade Policy for all the sensors in this group. This is useful when sensor
versions must be tested or vetted.

Tamper Level settings
Alerts Critical level

Hover over the information icons for tips about what to enter in the fields.

To define advanced settings for sensor groups:

1.

2,

From the console menu, choose Administration > Sensors. The Sensor page
displays.

Click the Create Group button. The Create Group page opens.
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3. Click on Advanced. The Advanced tab opens.

Create Group

Seltings Advanced Parmissions Evenlt Collactior
Sensor-side Max Disk Usage @ Site
2048 MB Default Site -

Senaor Mame @

Sensor Upgrade Policy @
VDI Behavior Enabled
Manual -
Enabling %D for a group 1s used when endpoints are re-
maged. Sensor [Ds are maintained scross re-maging by Tamper Level Settings @
hostname. mac, or other determining c haractenshcs. O On
WO support musi ba globaly enablkd n ordar to uss this fagiura. _ﬂll-_'l'\_—' C' lil_.\_i LU\UI“

Plaigss sae the WD HOMATO documant to sorgues VDI '
ow —||5r~

4. Under Sensor-side Max Disk Usage, there are two options that limit the sensors’ disk
consumption on clients: raw available space (in megabytes) or percentage of the total
space available. The sensors will limit the amount of space they use on clients based
on the smaller of the two values.

a. Inthe MB field, type the maximum available space on the client, in megabytes,
that sensors can use.

b. Inthe % field, type the maximum percentage of total disk space on the client that
SeNnsors can use.

5. Select VDI Behavior Enabled to enable Virtual Desktop Infrastructure (VDI) for
sensors on virtual machines. Use VDI when endpoints that are virtual machines are
reimaged. Sensor IDs are maintained across reimaging by hostname, mac, or other
determining characteristics.

Note
VDI support must be globally enabled in order to use this feature.

6. Under Site, select a site from the drop down menu to assign to this sensor group. You
can use site definitions to define throttle settings to manage bandwidth for groups of
computers. If bandwidth is an issue for this group of sensors, create or configure a site
with the appropriate bandwidth settings in Administration > Settings > Sites, and
then assign the site to this sensor group by selecting the site in this field.
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10.

1.

In Sensor Name, enter a new name for the sensor group to overwrite or to prefix the
default name of cb.exe, for example, if Operations Security (OPSEC) considerations
dictate that sensors run with a non-standard or obfuscated executable name. If this
option is specified, the process will run with this name instead of the default cb.exe.
This will not change the Windows service display name, but it will change the name
of the actual executable that is run.

Use the Sensor Upgrade Policy field to configure the upgrade policy for the sensors
in this group. This field is a drop down list with the following options:

- Manual - enables you to upgrade the sensors at any time to any version
- Always Latest - automatically upgrades the sensors to the latest version
- specific version number - a list of version numbers that you can select from. You

can select a version for all the sensors, which will keep all the sensors at that
specific version.

Selecting the upgrade policy of a specific version is useful when sensor versions must
be tested or vetted. In most cases, there is no information loss when you upgrade the
Sensors.

Click the bar in Tamper Level Settings to turn these settings on or off. With tamper
detection enabled, the sensor identifies attempts to modify the sensor configuration or
memory and sends alerts on the attempts.

Click the bar in Alerts Critical Level to alter the critical level for alerts on a per-
sensor-group basis. This directly effects the severity rating for alerts generated by this
sensor group. On the Detect > Triage Alerts page, the severity score of an alert is
determined by three components: feed rating, threat intelligence report score, and
sensor criticality (i.e., server sensors could have a higher criticality than engineering
workstations). For example, if there are two sensor groups with different alert
criticality, when these sensor groups get alerts from the same feed and for the same
report, the sensor group with the higher alert criticality will have a higher severity
score on the Triage Alerts page, and servers in that group will display at the top of the
queue.

Click Save Changes. The Create Group page closes and the Sensor page displays,
with the name of the new group at the top left of the page.

Permissions

In the Edit Group Settings page, on the Permissions tab, you define what kind of access
each team of user login accounts has to the sensors in this group.

Note

The Permissions tab displays in the Create Group page, but does not contain
the teams that are available for this sensor group. After you have entered the
sensor group information on the Settings tab, saved your changes, and
refreshed your browser, the available teams display in the Edit Group Settings
page on the Permissions tab.

You can set up teams with roles that have varying levels of access. For information about
levels of access for roles, see Table 6, “Team Settings and Feature Access”, on page 48.
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The Permissions tab shows which teams have either no access, viewer access, or
administrator access for the products that are managed by the sensors in this group. The
permission levels that are available are:

* No Access: when users in a team try to access or view details on a host in this sensor
group, the system generates an HTTP 405 response (“The method you are using
to access the file is not allowed.”)

* Viewer Access: users can view the data collected from hosts in this sensor group.
However, users cannot make any configuration changes to this group or hosts that
belong to this group.

* Administrator Access: users can configure the sensors’ host and group details.
To define permissions for teams in this sensor group:

1. From the console menu, choose Administration > Sensors. The Sensor page
displays.

2. In the drop down menu at the top left of the page, select the sensor group to edit.
Click the Edit Settings tab. The Edit Settings page displays.

4. Click the Permissions tab. The Permissions tab displays with teams that are available
in the No Access field:

Edit Group Settings
Settings Advant ac Permissions Evert Collection

Group Permissions

Mo Access (3 Wiswesr Avcess (0) Administrator Access (1)

Administrators
Mo Arcess

Support

5. Assign permissions to the teams by dragging and dropping team names to the
appropriate sections. You can assign the same level of permissions to more than one
team.

6. Click Save Changes to save your updates, and close the Edit Group Settings page, or
click Event Collection to define the types of events for this sensor group to record.
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Event Collection
You can define which types of events Carbon Black records for the sensors in this group
by enabling or disabling the event types listed on the Event Collection tab.
Note

Disabling event collection impacts visibility, but can improve sensor and
server performance.

You can open the Event Collection tab from either the Create Group or the Edit Group
Settings page. In this procedure the tab is opened in the Edit Group Settings page.

To define event collection for sensor groups:

1. From the console menu, choose Administration > Sensors. The Sensor page
displays.

2. In the drop down menu at the top left of the page, select the sensor group to edit.
Click the Edit Settings tab. The Edit Settings page displays.

4. Click the Event Collection tab. It lists the options for the types of event data to collect
from the installed sensors:

Edit Group Settings

Zetlings Advanced Fermissions Evant Collection

Event types to collect €

*| Process information

-

File modific ations

¥ Hagistry modfications

#| Binary module ( dll, =sys. exe) loads
¥| Metwork connections

¥| Binaries

| Binary info

¥ Process user context i

¥ Mon-Binary File Writes

¥| Cross process events

Closa Save Changes

Most of the options are self-explanatory. However, there are two options that merit
further descriptions:

- The Process user context option enables the Carbon Black sensor to record the
user name associated with each running process. This associates endpoint activity
with the operating system user account.

- The Cross process events option records instances when a process crosses the
security boundary of another process. While some of these events are benign,
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others might indicate an attempt to change the behavior of the target process by a
malicious process.

Note

There are limitations on the cross process events that are reported by the
Sensor:

* Parent processes that create cross process events to their children are not
reported.

* Cross process events that are part of the normal OS behaviors are ignored.
For example, no cross process events are recorded for the Windows
prOCCSS CSrss.exe.

* Cross process, open process, and open thread events are not supported on
Windows XP and Windows 2003.

5. By default, all the options except for Cross process events are selected, and therefore,
enabled. To disable an option, deselect its check box. To enable Cross process events,
select its checkbox.

6. Click Save Changes to save all the updates to the sensor group.

Moving Sensors to Another Group

After you create sensor groups, you can add sensors to them. By default, sensors are
installed into the Default Group. On the Sensor page, you can select the group that
contains the sensors to add, and then move those sensors from their original group to the
new group.

To add sensors to sensor groups:

1. From the console menu, choose Administration > Sensors. The Sensor page
displays.

2. From the sensor group drop-down menu at the top left side of the page, select the
group that contains the sensors you want to move to another group. Initially, this will
most likely be the Default Group.

3. In the list of sensors at the bottom of the page, select the checkboxes next to the
sensors to move.
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4. Click Actions > Move to group.

Mowve to group

L

Syn

3

C

k¥ Restart
® Uninstall
& Isolate

& Remaove isolation

™ ExportVisible to CSV

i Export All to CSV

The Assign Sensor Group window opens.

Assign Sensor Group

Salect Group -

Closa Save changes

5. Click Select Group, and then click the sensor group to move the sensors to. The
selected sensors are removed from the list of the current group, and display in the list
of their new group.

6. Click Save changes. The sensors are moved to the new group. Select the new group
from the menu at the top right of the page to see the updated list of sensors.

Editing Sensor Groups

After you create a sensor group and save your changes, you can open the Edit Group
Settings window to change any of the settings you previously defined. The Edit Group
Settings page and the Create Group page contain the same tabs and options.

As noted in “Permissions” on page 58, you must use the Edit Group Settings page to
define permissions for teams using the sensor group.
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After you make changes in the Edit Group Settings page and save your changes, the
changes will not take effect until the next time the sensors report to the Carbon Black
Enterprise server..

Note

If any changes are made to the Carbon Black Enterprise server URL and the
URL becomes incorrect, you will lose communication with the deployed
Sensors.

Deleting Sensor Groups

You can delete sensor groups on the Sensor page. When you delete a sensor group, the
teams for which you defined permissions will no longer have access to the sensors that
belonged to the group.

To delete sensor groups:

1. From the console menu, choose Administration > Sensors. The Sensor page
displays.

2. From the sensor group drop-down menu at the top left side of the page, select the
sensor group to delete.

3. Click Delete Group at the top right side of the page.

& Warketing & Download Sensor nstaller » | & Edit Setings [ O Celete Group

A confirmation message displays, saying that any sensors remaining in this group will

be moved to the default group. Click OK. The sensor group is removed from the
dropdown list on the right.
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Chapter 5
Installing and Managing Sensors

This chapter describes installing sensors on Windows, Mac OSX, and Linux systems, and
provides an overview of how sensors work and the information that they provide.
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Installing Sensors on Linux Systems 75
Managing Sensors 81
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Overview

Carbon Black sensors are lightweight data-gatherers that are installed on endpoints (such
as laptops, desktops, and servers) on a deployed network. They gather event data on the
endpoints and securely deliver it to the enterprise server for storage and indexing.

You install sensors on servers and endpoints in your enterprise. As soon as a Sensor is
installed, it begins buffering activity to report to the server.

This chapter describes how to install sensors, and how to manage them.

Installing Sensors on Windows Systems

This section describes the steps to install, upgrade, and uninstall the Carbon Black
Windows sensor.

You must download a sensor installer and install sensors (one per computer) on Windows
computers to begin collecting data.
Note

When you download a sensor from the Welcome page, the sensor is
automatically included in the default sensor group. If you want the sensor
to belong to another sensor group, download the package from the Sensor
Group page.

To download the sensor package from the Welcome page:

1. Log into the Carbon Black Enterprise server. For information, see “Logging In” on
page 30. The Welcome page displays:

Welcome to Carbon Black!

There are four steps to get started:

B It9 1. Download the sensor
r

Windows Sensor
| 35X Sensar

CAH BON Linux Sensor
BLACK

This is a sensor for the default group, with settings provided during chimt. The

meet imporant setting is Serser URL, a2 it defines how sensors will connect to

2. Click Windows Sensor. The Windows Sensor .zip file is downloaded to the server.
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To download the sensor package from the Sensor Group page

You must be logged into the Carbon Black console with read permissions for a specific
sensor group.

1. Log into the Carbon Black console. For instructions, see “Logging In” on page 30.

2. From the menu, choose Administration > Sensors. The Sensors page displays:

@ Defauk Group - & Downlosd Senor ingtaller + | @ EdiSetings | O Delete

COparaking Svstam Yersions 6 Carbon Black Sersor Varsions @ Last Chackin @ Sarcar hocdas @
1
1
3 - wee mramt d -
Q Show Unnslaled Sensoms Fourd: 4
Computer Hame = SEabus Aty 05 Verson Mode il Sensor Verssan
COMPUTERZ Cnling 1 In 42 sefonds Wirdows Senaer 2012 R2 Stancdand Edion 0 5.0.0.441124 >
COMPUTERAE Cnling N 4+2 setords Wirdows Sarear 2012 B2 Standand Ediion 0 0.0.44124 >
COMPUTERS Gnling Expaciad in 42 setonds Windows Berder 2012 R2 SEndand Ediion 1 50.0.41124 >
& COMPUTERIZ @ Oftine Lastshan about 3monihs 830 | Windows 7 Servics Fack 1, 32-bi | 41540410 >

3. Click the Edit Settings button. The Settings tab in the Edit Group Settings page

displays:
Edit Group Settings <
Settings Advanced Permissions Ewvent Collection
Marme @ * Sparch binary hashes with VirusTotal
B natified of any binary Aagged by vinusTotal. nformation such s he
=1
Detault Group filenama, MOS hash and parant process will ba shared with thea Bit%
Alliance pamers. Any binary available on the Alliance serer is deleted
Sarver UREL @ : I I yuinary I ' "

siving dish space
https: 44123123 45.123:443
* Scan unknown binaries with WirusTotal
Dhesbect nesw variants of knowm mabwarnes by sharing the full binary content of
unknoan execuiaile files. Binaries will be uploaded and shared with the

EitS Alliance pariners.

Once the group is saved, you can modify m Share Settings

Close Save Changes
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4. Verify that the Server URL field is correct. If this field is not correct, the sensors will
not be able to communicate with the server.

Note

This IP address or server name must be usable by the sensor. If the Carbon
Black Enterprise server appears with a different [P address from the
locally-bound IP address to the sensor hosts, use the appropriate IP
address or name.

If no changes are necessary, click Close to exit the window. Otherwise, click Save
Changes.

5. On the Sensors page, click Download Sensor Installer and then select Windows
Standalone EXE. The following file is downloaded:
CarbonBlackExeInstaller—-<version number>-Default Group.zip

Note

To use an MSI installer to install sensors on remote installations of
sensors on multiple endpoints, select Windows MSI for GPO
Installation. For more information, see
https://technet.microsoft.com/en-us/library/hh147307(v=ws.10).aspx

6. Transfer the .zip file to a Windows computer (XPSP3 or higher, either 32- or 64-bit).
7. Extract the .zip file.

Note

Do not just open the file. The contents must be unzipped.

8. Run CarbonBlackClientSetup.exe. On Vista, Windows 7, Windows 8,
Windows Server 2008, and Windows Server 2012, you are prompted for elevation as
required.

Upgrading Sensors on Windows

A new server version might include a new sensor version. Check the release notes or
contact Customer Support if you have any questions.

If a new sensor version is included, you need to decide if you want the sensor to be
deployed immediately to existing sensor installations, or if you want to install only server
updates.

This can be configured on the Carbon Black console.
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To upgrade sensors:
1. Log into the Carbon Black console. For instructions, see “Logging In” on page 30.

2. From the menu, choose Administration > Sensors. The Sensors page displays:

o DefEuk Group » & Downiced Sensor Installer - [# EdiSelings = £ Delste G

COparating Svstam Versions @& Carbon Black Sersor Varsions @ Last Chackin @ Sarcar hodas @
a 10 0
1
1
42304 40470 41124 year:  year marnth  wek day aur el
Q Show Unnslaled Sensors Fourd: 4
Compuier Hame & Stabus Actrngy 0% Yersion BMode id Sensor Versson
COMPUTERZ Cnling Expaciad in 42 sefonds Wirdows Benaer 2012 R2 Standan Ediian 0 5004124 >
COMPUTER4S Cnling Expacied in 42 seconds Windows Sardar 2012 A2 Standand Edtion 0 500441124 *
COMPUTERS anling Expacted in 42 seconds VWirddows Sereer 2012 RZ Standard Ediion 0 50049124 *
& COMPUTERI1Z  Cftine Lassenn about 3 monihs g0 Windows 7 Sarvice Fack 1. 32-bit ) 4.1.5.4040 ¥

3. Click the Edit Settings button. The Settings tab in the Edit Group Settings page

displays:
Edit Group Settings =
Settings Advanced Permissions Event Collection
Narme @ * Sparch binary hashes with VirusToral
B natified of any binary Aagged by vinusTotal. nformation such s he
Default Group o e A ) .
filenama, MOS hash and parant process will ba shared with the Bit%
Alliance pamers. Any binary availabie on the Alliance sener is deleted,
Sarver URL @ s yRinaty ' '

siving dish space
httpz: /4123123 45.123:443
* Scan unknown binaries with WirusTotal
Dhesbect nesw variants of knowr mabwans by sharing the full binary contsnt of

unknoan execuiaile files. Binaries will be upleaded and shared with the
EitS Alliance parinars.

Once the group is saved, you can modify n Share Settings

Close Save Changes
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4. Click on Advanced. The Advanced tab opens.

Create Group

Settings Achvanced Parmissions Event Cellactior
Sensor-side Max Disk Usage @ Site
2048 MB Default Site -

Senzor Mame @

Sensor Upgrade Policy @
VDI Behavior Enabled
IManual -

Enabling %D for a group 1s used when endpoints are re-

maged. Sensor IDs are mantained across re-maging by Tamper Level Settings €
hostname, mac, or oiher determining characisnstics. O On
WO support must ba globsly arnabkd n ordarto uss this faoiura. l‘\ll-_'l'\_-' C' lil_.\_i LU\UI“

Pligss sas thae WD HMATD documani o cordigues W01 .
ow High

5. InSensor Upgrade Policy, if Always Latest is selected, the server will automatically
upgrade sensors to the latest sensor version. If you want to keep the sensors at a
specific version, select that version number from the Sensor Upgrade Policy menu
prior to upgrading. If you want to continue using whatever sensor versions are already
installed, regardless of the version, select Manual.

Uninstalling Windows Sensors
You can uninstall sensors using the Carbon Black console.
To uninstall sensors:
1. Log into the Carbon Black console. For instructions, see “Logging In” on page 30.
2. From the menu, choose Administration > Sensors. The Sensors page displays.
3. Select the checkbox next to the sensor(s) to uninstall.
4. On the right side of the menu at the top of the page, click Actions > Uninstall.
5

Click OK in the Confirmation dialog box. The sensor(s) are uninstalled.

Note

The sensor will receive the uninstall request the next time it checks in
with the server, which can be anytime between 30 seconds to several
minutes, depending on the number of active sensors and the server load.

Uninstalled sensors will no longer be visible in lists of hosts and sensors
unless the Show Uninstalled Sensors checkbox is selected.

Carbon Black, Release 5.0.0 1/26/2015 70



Chapter 5: Installing and Managing Sensors

For the latest updates, known issues, and troubleshooting information, refer to the Server
Install (server install.pdf) document on the Customer Portal.

Installing Sensors on Mac OSX Systems

This section describes the steps to install, upgrade, and uninstall the Carbon Black Mac
OSX sensor.

You must download a sensor installer and install sensors on Mac OSX computers (one
sensor per computer) to begin collecting data.

Installing Sensors on Mac OSX Systems

Prerequisites

You must have the Carbon Black Enterprise server installed with version 4.2.2 or later.

Installing Sensors

The Carbon Black OSX sensor installation is a manual process and consists of two
primary steps:

1. Installing the sensor files on the Carbon Black server for distribution to endpoints and

2. Installing the sensor package on the endpoints.

Note

If you have installed Carbon Black Enterprise server version 5.0, or 4.2.2
or later, and the OSX sensor RPM is installed on the Carbon Black
Enterprise Server, if you have access to the Carbon Black console, you
can download the Default Sensor group OSX sensor installer package
from the Carbon Black Welcome page or from the ‘“Download Sensor
Installer” option on the Sensors page (for sensor groups for which you
have read permissions). If you follow that procedure, you can skip the
procedure for creating the OSX sensor installation package as described
immediately below in “Installing the OSX Sensor Files on the Carbon
Black Enterprise Server” procedure for creating the OSX sensor
installation package.

However, if you are upgrading sensor versions, the following steps apply.

Installing the OSX Sensor Files on the Carbon Black Enterprise Server

With version 4.2.2 Carbon Black repo and higher, the OSX sensor is available for
download and installation on the Carbon Black server via the YUM packaging system.

To download and install the OSX sensor files to the server:

1. Verify that the repository that is configured on the Carbon Black Enterprise server has
access to the OSX sensor RPM by running:

yum info cb-osx-sensor
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2. Install the OSX sensor package on your Carbon Black server by running:
yum install cb-osx-sensor
and answer Y to the confirmation

3. Retart the Carbon Black Services by issuing this command
service cb-enterprise restart
Access the OSX Sensor Package

You can download the sensor package from the Carbon Black console or manually create
it (for instructions on manually creating the sensor package, see “To manually create the
OSX sensor installation package:” on page 73). Ensure that you complete the instructions
in “Installing the OSX Sensor Files on the Carbon Black Enterprise Server” on page 71
before you perform this procedure.

Note

When you download a sensor from the Welcome page, the sensor is
automatically included in the default sensor group. If you want the sensor
to belong to another sensor group, download the package from the Sensor
Group page.

To download the sensor package from the Welcome page:

1. Log onto the Carbon Black Enterprise server. For information, see “Logging In” on
page 30. The Welcome page displays:

Welcome to Carbon Black!

There are four steps to get started:

B It9 1. Download the sensor
i

Windows Sensor
| 0SX Sensor
C‘QHBON Linux Sensor
BLAGK This is a sensor for the defaull groug, with settings provided during chin't. The

2. Click OSX Sensor. The OSX sensor .zip file is downloaded to the server.
To download the sensor package from the Sensor Group page

You must be logged into the Carbon Black console with read permissions for a specific
sensor group.
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1. From the menu, choose Administration > Sensors. The Sensors page displays:

o Defaul Group i Download SensorInstaller = | [ EdiSetlings | 4 Delete G #F scirs -
Oparating System “ersions & Carbon Black Sersor Versions @ Last Chackin @ Sarver Nodas B

a o | sialed Sensors Fourd: £
Computer Name = Seabus Actrngy 0% Yerson Mode id  Sensor Versson
COMPUTERZ Znling Expaciad in 42 setonds Windows Sersar 2012 RZ Standand Ediion n 4 >
COMPUTERASS Gnling Expaciad in 42 seconds > Stansizn Edfton o . }
COMPUTERS Cnling Expaciad in 42 setonds 2 Gtandard Egtion 0 50.0.41124 >
& COMPUTERI1Z  oOfina _ast se8n about 3 monihs aoo F 2ol 1 4.1.5.40410 »

2. Click Download Sensor Installer button and select OSX Standalone PKG. The
Sensor package file is downloaded to your system.

To manually create the OSX sensor installation package:

Create the installation package on the Carbon Black Enterprise server.

Run the following command:
/usr/share/cb/cbsensorinstallergen -installer-file=[path to 0SX

.pkg file] -os=osx -package-path=[directory path to save the
output package]

You can use the —~sensor-group option to target the installer to a specific sensor group.
Note
The value for the —~sensor-group option must be enclosed in quotes if

the name includes spaces, for example: ~sensor-group="Web Server
Sensor Group”

The default sensor group is Default Group. The —help option displays command line
help for the script. The output file is a .zip file that contains the installer and the
sensorsettings.ini file that are required for installation.

Install the Sensor Package on OSX clients

1. Copy the .zip sensor installation package to the OSX client.
2. Extract the .zip file.

Note

Do not just open the file. The contents must be unzipped.
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Run the .pkg file and follow the installation prompts. You can run this file by double-
clicking it, or by using a silent installer, for example:

installer -pkg <CarbonBlackClientSetup-osx-v (XYZ).pkg -target/
This will install the OSX sensor using the configuration that is provided in the
sensorsettings.ini file.

At this point, the OSX sensor is installed and running. The sensors pane in the Carbon
Black Enterprise server administrative interface shows the sensor as registered and
checking in.

Upgrading Sensors on OSX

A new server version might include a new sensor version. Check the release notes or
contact Customer Support if you have any questions.

If a new sensor version is included, you need to decide if you want the sensor to be
deployed immediately to existing sensor installations, or if you want to install only server
updates. This can be configured on the Carbon Black console.

You can upgrade OSX clients that are running the Carbon Black OSX sensor
automatically on the Carbon Black Enterprise server, or manually on the endpoint. The
server-based OSX sensor upgrade is a global (all-or-none) setting in the cb.conf file on the
Carbon Black Enterprise server. Unlike the installer package, the OSX sensor .pkg file
does not require any preprocessing.

Prerequisites
You must have a Carbon Black enterprise server installation of version 4.2.2 or higher.

There must be an OSX endpoint that is running a previous version of the Carbon Black
OSX Sensor.

You must have a newer version of the OSX sensor downloaded and installed on the
Carbon Black Enterprise server.

To upgrade sensors on the server:

1. Ensure that the OSX sensor package is installed on your Carbon Black Enterprise
server by following the steps in “Installing Sensors on Mac OSX Systems” on page
71.

2. Modify the cb.conf setting SensorUpgradeOsx (the cb.conf file is located in
/etc/cb/cb.conf):

a. When no upgrade is desired, this setting is set to Manual or None (the default is
Manual).

b. To enable the OSX sensors to upgrade to a new sensor version, change this setting
to the version number of the OSX sensor upgrade package installed in step 1, for
example: SensorUpgradeOsx=4.1.0.12345

3. Restart Carbon Black Enterprise, for example, run
service cb-enterprise restart

On the next checkin, the OSX sensors will perform the upgrade to the new OSX sensor
version.
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To upgrade sensors manually:

1. Download or create a Carbon Black OSX Sensor installer zip file by following the
steps in “Access the OSX Sensor Package” on page 72.

2. Copy the OSX sensor installation package to the OSX client(s) to be upgraded.
3. Unzip the .zip file.

Note

Do not just open the file. The contents must be unzipped.

4. Install the new sensor version by running the .pkg file in the location where the new
sensor installation package was unzipped. You can run this file by double-clicking it,
or by using a silent installer, for example:
installer -pkg <CarbonBlackClientSetup-osx-v (XYZ).pkg -target/
When the .pkg file completes, the OSX sensor will be installed and running. The
sensors pane on the Carbon Black Enterprise server in the administrative interface will
show the sensor as registered and checking in.

Uninstalling Sensors on OSX

To uninstall sensors, you can either use the Carbon Black console and follow the
instructions in “Uninstalling Windows Sensors” on page 70, or you can follow the steps
described here.

To uninstall sensors manually:

* On the OSX client where the sensor is installed, run the following command:
/opt/cbsensor/sensoruninstall.sh

When this process is complete, the endpoint will stop reporting events and binaries to the
Carbon Black server.

For the latest updates, known issues, and troubleshooting information, refer to the Sensor
Osx Install (sensor_osx_install.pdf) document on the Customer Portal.

Installing Sensors on Linux Systems

This section describes the steps to install, upgrade, and uninstall the Carbon Black Linux
Sensor.

You must download a sensor installer and install one or more sensors on Linux computers
to being collecting data.

With version 4.2.2 or higher of the Carbon Black repository, the Linux sensor is available
for download and installation on the Carbon Black Enterprise server with the YUM
packaging system.

Prerequisites

You must have the following in place before installing the sensor:
* A Carbon Black enterprise server installation version 4.2.2 or higher.

*  OpenSSL version 1.0.1 or higher.
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The Carbon Black Linux sensor installation is a manual process and consists of two steps:

1. [Installing the sensor files on the Carbon Black server for distribution to endpoints

2. Installing the sensor package on the endpoints

Note

With Carbon Black enterprise server installation version 4.2.2 or higher
and the Linux sensor RPM installed on the Carbon Black enterprise
server, if you have web Ul access, you can download the Linux sensor
installer package for the the default sensor group from the Carbon Black
console Welcome page or from Administration > Sensors > Download
Sensor Installer (for those groups that you have read permissions to). If
you download the install package from the Carbon Black console pages,
you can skip the creation of the Linux sensor installation package that is
described below.

Installing the Linux Sensor Files on the Carbon Black Server

To download and install the Linux sensor files on the server:

1. Verify that the Carbon Black repository that is configured on the Carbon Black
Enterprise server has access to the Linux sensor RPM by running:
yum info cb-linux-sensor

2. Install the Linux sensor package on your Carbon Black Enterprise server:
yum install cb-linux-sensor
and answer Y to the confirmation.

3. Start the Carbon Black services by running:
service cb-enterprise restart

Download the Sensor Package

You can download the sensor package from the Carbon Black console or manually create

it (for instructions on manually creating the sensor package, see “To create the Linux
sensor installation package manually:” on page 78). Ensure that you complete the
“Installing the Linux Sensor Files on the Carbon Black Server” on page 76 before you
perform this procedure.

Note

When you download a sensor from the Welcome page, the sensor is
automatically included in the default sensor group. If you want the sensor
to belong to another sensor group, download the package from the Sensor
Group page.

To download the sensor package from the Welcome page:

1. Log into the Carbon Black Enterprise server. For information, see “Logging In” on
page 30. The Welcome page displays:
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Welcome to Carbon Black!

There are four steps to get started:

B Itg 1. Download the sensor
i

Windows Sensor

| (13X Sensar

GQHBON Linux Sensor
BLACK

This is a sensor for the defaull group, with settings provided during chir'f. The

[P P T N o i

2. Click Linux Sensor. The Linux sensor *.tar.gz file is downloaded to the server.

To download the sensor package from the Sensor Group page

You must be logged into the Carbon Black console with read permissions for a specific
sensor group.

1. From the menu, choose Administration > Sensors. The Sensors page displays:

o Defaul Group = & Domniosd S=nsor Installer = [ EdtsSstings = © Deleled P

Crpsarating System “arsions @ Carbon Black SensorVarsions @ Last Chackin & Sarver Hodas @
1
1
.
o LUnnsia r Fou 2
Computer Name & Siabus Actrniy 0% Werson Mode id  Sensor Versson
COMPUTERZ Qnling Expaciad in 42 sionds Wirsdows Servar 2012 RZ Standand Edion n oy >
COMPUTERZS Gnling Expacted in 42 seconds > Standand Edition 0 24 »
COMPUTERS Cnling Expactad in 42 seconds 2 Gtandard Edion 0 50.0.41924 H
A COMPUTER1Z  Oftine _ast 560 About 3 months Goo 32-bit 0 4.1.5.40410 »

2. Click Download Sensor Installer button and select Linux Standalone RPM. The
Sensor package file is downloaded to your system.
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Welcome to Carbon Black!
There are four steps to get started:
1. Download the sensor

Windows Sensor

J3X Sensar

Linws Sensor

This is a sengor for the defaull group, with settings provided during chin'. The

3. Click Linux Sensor. The Linux sensor .zip file is downloaded to the server.

Manually Create the Linux Sensor Installation Package

The installation package must be created on the Carbon Black Enterprise server. Use a
script to package the install files with the server settings.

To create the Linux sensor installation package manually:

1. Install the Carbon Black Linux sensor files on the server following the steps described
in “Installing the Linux Sensor Files on the Carbon Black Server” on page 76.

2. Run the following command:

/usr/share/cb/cbsensorinstallergen —installer-file=[path to Linux
.rpm file], [path to Linux .sh file] -os=linux-package-path=[dir
path to save the output package]

You can use the -~sensor-group option to target the installer to a specific sensor group.

Note

The value for the ~sensor-group option must be enclosed in quotes if
the name includes spaces, for example: —~sensor-group="Web Server
Sensor Group”

The default is Default Group. The -help option displays command line help for the
script.

The output file is a gzipped tar file that contains the installer, an installer script (.sh) and
the sensorsettings.ini file, which are required for installation. A readme.txt is also included
that contains the Carbon Black Enterprise server and sensor group name that a sensor
would register with upon installation.
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Install the Linux Sensor Installation Package on Clients

1. Copy the .tar.gz sensor installation package to the client.

2. Untar the .tar.gz file, for example, at a command prompt, from the directory where this
file is located, type:

tar -zxvf .tar.gz

Note

Do not just open the file. The contents must be unzipped.

3. Run the .sh file and follow any installation prompts. This will install the Linux sensor
using the configuration that is provided in the sensorsettings.ini file.

After you complete these steps, the Linux sensor will be installed and running. The
sensors pane in the Administrative section of the Carbon Black console should show the
sensor as registered and checking in.

Upgrading Sensors on Linux

A new server version might include a new sensor version. Check the release notes or
contact Customer Support if you have any questions.

If a new sensor version is included, you need to decide if you want the sensor to be
deployed immediately to existing sensor installations, or if you want to install only server
updates.

This can be configured on the Carbon Black console.

Linux clients that are running the Carbon Black Linux sensor can be upgraded
automatically via the server or manually at the endpoint. Currently, the server-based Linux
sensor upgrade is a global (all-or-none) setting in the cb.conf file on the Carbon Black
enterprise server. Unlike the installer package, the Linux sensor upgrade .tar.gz file does
not require any preprocessing.

Prerequisites
You must have the following in place before upgrading sensors:
* A Carbon Black enterprise server installation version 4.2.2 or higher

* A linux endpoint running a previous version of the Carbon Black Linux Sensor.

* A newer version of the Linux sensor downloaded and installed on the Carbon Black
server (for instructions on how to do this, see step 3 in “Installing the Linux Sensor
Files on the Carbon Black Server” on page 76).
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Upgrading Sensors

To enable a Linux sensor upgrade package for deployment via the server:

1.

Install the Linux sensor package on your Carbon Black server by following the steps
described in “Installing the Linux Sensor Files on the Carbon Black Server” on page
76.

Modify the cb.conf setting SensorUpgradeLinux:

a. When no upgrade is desired, this setting is set to Manual or None.

b. To enable the Linux sensors to upgrade to the newer sensor, change this setting to
the version number of the Linux sensor upgrade package used in step 1, for
example:

SensorUpgradelLinux=4.2.1.12345

Restart Carbon Black Enterprise, for example, by running the command:
service cb-enterprise restart

On the next checkin, the Linux sensors will perform the upgrade to the new Linux sensor
version.

Manually Upgrading Sensors

1.

Install the Linux sensor package on your Carbon Black Enterprise server by following
the steps described in “Installing the Linux Sensor Files on the Carbon Black Server”
on page 76.

Access the tar.gz file:

a. Download this file from the Welcome page on the Carbon Black console

b. Create a Carbon Black Linux Sensor installer by following the steps in “Manually
Create the Linux Sensor Installation Package” on page 78.

Copy the Linux sensor installation package to the Linux client(s) that will be upgraded

Untar the tar.gz file (do not just open, the contents need to be unzipped on disk), for
example, at a command prompt, from the directory where this file is located, type:
tar -zxvf .tar.gz

Uninstall the current Linux sensor by running the following command:
/opt/cbsensor/sensoruninstall.sh

After you run this command, the endpoint will stop reporting events and binaries to
the Carbon Black enterprise server.

Install the new sensor version by running the .sh file in the location where the new
sensor install package was untarred. At this point, the Linux sensor will be installed
and running. The Sensors page in the Carbon Black console Administration menu
shows the sensor as registered and checking in.

Uninstalling Sensors on Linux

To uninstall sensors, you can either use the Carbon Black console and follow the
instructions in “Uninstalling Windows Sensors” on page 70, or you follow the steps
described here.

Carbon Black, Release 5.0.0 1/26/2015 80



Chapter 5: Installing and Managing Sensors

To uninstall sensors on Linux manually:

* On the Linux client where the sensor is installed, run the following command:
/opt/cbsensor/sensoruninstall.sh

When this process is complete, the endpoint will stop reporting events and binaries to the
Carbon Black server.

For the latest updates, known issues, and troubleshooting information, refer to the Sensor
Linux Install (sensor_linux _install.pdf) document on the Customer Portal.

Managing Sensors

As soon as a sensor is installed, it begins buffering activity to report to the server. This
includes all currently running processes that create events, and all binaries, all file
executions, file modifications, network connections, and registry modifications.

Every few minutes sensors check in with the Carbon Black Enterprise server and report
what they have buffered, even if they are reporting that they have nothing buffered.

When a sensor checks in, the server responds, letting the sensor know when to send the
data, and how much data to send.

As the server records data from sensors, it is compared with the latest synchonization from
any enabled Alliance Feed Partner. In most cases incremental synchronizations occur
hourly and full synchronizations occur once every 24 hours.

Each sensor is associated with a sensor group that defines its configuration and security
characteristics. One sensor group can contain many sensors, but a single sensor can only
belong to one sensor group.

You can monitor the following information about sensors (per sensor group) from the
Administration > Sensors page in the Carbon Black console:

* Distribution of operating systems for computers

* Distribution of Carbon Black sensor versions for computers

* Distribution of Carbon Black sensor checkins for computers

* Distribution of sensors by server nodes or cluster nodes

* Computer names with sensors installed on them and high-level status information.

To search for a sensor, you can enter information about the sensor into the Search box on
the Sensors page.

Click the name of a computer to open the Sensor Details page with detailed sensor
information.

You can also target specific types of event information for sensors to collect.
For more information about sensors and sensor groups, see “Sensor Groups” on page 53.

Other features that can help you manage sensors and work with the information they
capture are:

* Isolating an endpoint with a suspicious process or threat that has been detected on it.
* Directly responding to a threat detected on an endpoint

For information about these features, see Chapter 6, “Incident Response on Endpoints.”
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Chapter 6
Incident Response on Endpoints

This chapter describes Endpoint Isolation and Live Response, two features in Carbon
Black that can be used in incident response.

Sections
Overview 84
Isolating an Endpoint 84
Using Carbon Black Live Response 85
Live Response Endpoint Sessions 86
Detached Session Management Mode 90
Live Response Activity Logging and Downloads 92
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Overview

When a process analysis or another Carbon Black tool, shows you that there is a malicious
file or process on one or more of your endpoints, you may choose to respond in a number
of different ways, ranging from continued monitoring to re-imaging the affected systems.
Carbon Black provides two ways to respond to threats directly from the console:

* Endpoint Isolation —You can isolate a computer from the rest of the network,
leaving only connections needed for access to its sensor by the Carbon Black server.

* Carbon Black Live Response —You can open a command interface to directly
access any sensor-managed system.

These features can be used together or separately. For example, if you found a malicious
process currently running on a sensor-managed computer, you could isolate that computer
immediately to prevent the spread of the problem and then use Carbon Black Live
Response to end the process and perform any other file removal or other repairs needed.
On the other hand, if the incident that Carbon Black identified is not ongoing, isolation
may not be necessary. In that case, you could use Carbon Black Live Response to
remediate or further investigate it on machines that were affected.

Neither Sensor Isolation nor Carbon Black Live Response announces its presence on an
affected sensor. With Sensor Isolation, the user would likely become aware quickly that
they had lost network access, but they would not know why. With Carbon Black Live
Response, actions you take on a computer might affect a user’s access to files or programs,
but there would be no indication that Carbon Black tools are responsible unless you chose
to make the user aware of that.

In addition to the tools described in this chapter, if you are also managing your endpoints
with the Bit9 Platform, you can use Bit9 Platform control features to investigate incidents
and modify rules to prevent future occurences. See Appendix B, “Integrating Carbon
Black with a Bit9 Server,” for details of features available when the two platforms are
connected.

Isolating an Endpoint

You can isolate one or more endpoints from the rest of your network and the internet
through the Carbon Black Console. When an endpoint is isolated, its connectivity is
limited to the following:

* The Carbon Black server can communicate with an isolated computer.

¢ To allow the Carbon Black server to communicate with the sensor, ARP, DNS and
DHCP services remain operational on the sensor’s host. In addition, ICMP (e.g., ping)
will remain operational on Windows operating systems prior to Vista.

Once isolated, an endpoint remains isolated under most circumstances until its isolation
state is removed through the console. Note, however, that if an isolated system is rebooted,
it will stop being isolated until it checks in with the Carbon Black server, which normally
occurs every few minutes.

To isolate one or more endpoints from the network:
1. On the Carbon Black Console menu, choose Administration > Sensors.

2. On the Sensors page, check the box next to each endpoint you want to isolate.
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On the Actions menu, choose Isolate.

4. In the confirmation dialog, if you are certain you want to isolate these computers,
click OK. The computer is isolated from all but the Carbon Black server and the
network services necssary to connect the two.

With the systems that showed malicious activity isolated, you can proceed with whatever
remediation steps you plan to take, including Carbon Black Live Response. When you are
finished, restoring connectivity to the systems is as simple as isolating them was.

To end network isolation for one or more endpoints:
1. On the Carbon Black Console menu, choose Administration > Sensors.

2. On the Sensors page, check the box next to each endpoint for which you want to
restore network connectivity.

On the Actions menu, choose Remove isolation.

4. In the confirmation dialog, if you are certain you want to restore these computers to
network connectivity, click OK. The computer returns to the network with the same
access it had prior to being isolated.

Using Carbon Black Live Response

Carbon Black Live Response opens a command interface for direct access to any sensor-
managed system. Responders can perform remote live investigations, intervene in ongoing
attacks, and instantly remediate endpoint threats. For example, Live Response allows a
responder to view directory contents, kill processes, modify the registry, and get files from
sensor-managed computers. Table 8, “Carbon Black Live Response Session Commands”
on page 88 shows the complete set of Live Response commands.

To use Live Response, you must have it enabled in the Carbon Black Enterprise Server
configuration settings. This is done by editing the cb.conf file on the Carbon Black server:

# Enable/Disable cblr functionality. Disabled by default
CbLREnabled=True.

Also, a user must have Global administrator status to access sensors with Live Response.

Important

This feature should be used in full compliance with your organization's policy
on accessing other user's computers and files. Consider the capabilities of

described here when making decisions about giving users access to the Carbon
Black console and also when choosing the Sensor Group to put computers in.

There are two different modes for Live Response:

* Attached Mode —When you activate Live Response for a specific endpoint, you
create and attach to a session. The interface for a session includes information about
the endpoint and a command window for interacting with the endpoint. See “Live
Response Endpoint Sessions” on page 86.

* Detached Mode —You can enter Live Response without being attached to a
particular session through the Respond > Go Live command on the console menu.

Carbon Black, Release 5.0.0 1/26/2015 85



Carbon Black User Guide

This interface includes commands to manage and access existing sessions as well as
other commands that are useful outside of a session. See “Detached Session
Management Mode” on page 90.

Live Response Endpoint Sessions

To access an endpoint using Carbon Black Live Response, a user must have Global
administrator privileges. A "session" must first be created with the sensor you want to
access. A session indicates that the sensor is connected to the Carbon Black server to
receive real-time commands. Sessions are created and attached to automatically when you
click the 'Go Live' button on the Sensor Details or Process Analyze pages. If you enter the
Carbon Black Live Response console using the Respond > Go Live command from the
console menu, to access an endpoint you must first create a session and then attach to it:

[CB Livel# session new [sensor id]
[CB Livel# attach [provided session id]

You can have sessions with multiple sensors active at the same time. Use the 'detach’
command to detach from a session but leave it active. Use the 'session close' command to
end a session with the sensor. Sessions will timeout when they are not attached and active
for 5 minutes.

Each session has a unique numeric ID. Up to 10 sessions can be running at any one time,
and multiple users can be attached to the same session.

Important

More than one Carbon Black console user can attach to the same session with
an endpoint at the same time. If more than one user submits a command
through the session at approximately the same time, each command must
finish executing before the next one can begin. Also, one user could undo or
otherwise modify what another is doing. Consider this if more than one user
has Live Response access to an endpoint.

To create and attach to a Carbon Black Live Response sensor session:

1. Go to the Sensor details page for the computer you want to access by double-clicking
on the computer name whereever it appears as a link. If you are not already on a page
that shows the computer name:

a. On the Carbon Black Console menu, choose Administration > Sensors.
b. On the Sensors page, double-click the name of the computer.

2. On the Sensor details page, click the Go Live>_ button.
The Live Response page appears, with a command window on the left and an
information panel on the right. The command window prompt shows the name of the
host and the current directory in which Live Response is active. The information panel
includes Host Details, Alerts related to the host, and Running Processes on the host.

There is a status indicator (dot) and message immediately above the command
window:

- Green -- The sensor is connected and a session has been established. The host
name is shown.
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- Orange -- The Carbon Black server is waiting for the sensor to check in, or no
host is connected because no session is attached.

- Grey -- A session cannot be established with the sensor, e.g., because it the sensor
is disabled or the host is off-line.

?— Live Response
@ COMPUTERNAME

[CoMPUTERMAME] C:'Mind st el

Hosiname: COMPLUTERRAME
o5 Windows Server 2012 R2 51
P 10200100123 181.234.123
Liptime: 25 days
Head Checkin expected in 27 seconds
Last Chackin 3 seconds ago
Stalus Crilime
0 Alarts

B chroms sxe

B chrome exe

o5 Running Processes

4  SYSTEM
SIMSS,0XE 352 SYSTEM
CEISE,EXe E16 SYSTEM
CANES, Eni BE3 SYSTEM
wininit.eaxe 576 SYSTEM

3. To view a list of the available commands, click in the command window area and
enter the help. command. You can get information about a specific command by
entering:
help commandname

Table 8 shows the complete set of Live Response commands. In the descriptions, remote
host refers to the host being accessed via Live Response and local host refers to the host on
which the user is running the Carbon Black console. These commands are all run in the
SYSTEM context.

Note

Be sure to use the commands and options as documented here. Although some
of the Carbon Black Live Response commands are the same as commands in
the DOS command interface, the available options are specific to Live
Response.
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Table 8: Carbon Black Live Response Session Commands

Command Description

archive Get an archive (gzip tarball) of all the session data for this
session, including commands run and files downloaded; the
archive is downloaded to the computer on which you are running
the Carbon Black console using the browser’s download method

argparse Test how Live Response parses CLI arguments. This command
helps determine whether there are any interpretation issues; for
example, it can reveal whether spaces or other special
characters are properly escaped.

cd [dir] Change current working directory; absolute, relative, drive-
specific, and network share paths may be used

clear Clear console screen; cls command can also be used for this
purpose

delete [path] Delete the file specified in the path argument

detach Detach from current Live Response session. If a session has no
attachments, it remains alive until it times out (5 minutes by
default).

dir Return list of files in current directory, or the specified directory if
that is added to the command, e.g. dir c:\temp

drives List drives on the remote host

exec Execute a background process specified in the processpath

[processpath] argument on the current remote host; by default, process

execution returns immediately and output is to stdout and stderr.

Options (may be combined):

* exec -0 outputfile processpath — Redirectthe process
output to the specified remote file, which you can download

* exec -wW processpath — Wait for the process to exit before
returning

You could combine the options as shown in the example below to
execute and capture the output from a script:

exec -o c:\output.txt -w c:\scripts\some_script.cmd

The full path to the process, for example,
c:\windows\system32\notepad.exe, must be provided for the
processpath argument.

execfg Execute a process on the remote host and return stdout/stderr
[processpath] For example:

execfg c:\windows\system32\ipconfig /all
prints the output of ipconfig to the screen.

files [-s session] | Perform actions over cache stored session files
[action] [option]

get [path] Get file specified in the path argument from remote host and
download to the host running the Carbon Black console for this
session
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Command Description

help Show the Live Response session commands with a brief
description of each; if a command name is added, show the
description of the specified command, with additional details
(such as options) if available; e.g. help dir

hexdump Output first 50 bytes of file in hexdump format
kill Terminate specified process

mkdir Make a directory on the remote host

ps Get list of processes from remote host

put [remotepath] | Puta file from the host on which the console is being run onto the
remote host at the specified path; the file to be put is specified in
the Open dialog of the browser once the command is entered in
Live Response.

pwd Print current working directory
reg View and/or modify Windows registry settings. The syntax of this
command is:

reg [action] [key] [options]

See “Registry Access in Live Response” on page 89 or use help
reg in the Live Response command window for details.

As the table shows, some commands provide information and others actually allow you to
modify an endpoint. If you choose, you can try some of the information commands to
become familiar with the interface before proceeding with any changes. Status and error
messages should inform you of any connection or command error issues, but you can also
use the dir or pwd commands to confirm your connection.

To end a Live Response session with a computer:

* In the Live Response command window, enter the detach command.
The session with that computer ends and the general [CB Live]# prompt replaces the
computer-specific prompt.

Sessions also timeout after lack of activity. The default timeout value is 5 minutes.

Registry Access in Live Response

In a Live Response session, the reg command provides direct access to the remote
computer’s Windows Registry.

The syntax of the Live Response reg command is:
[CB Livel# reg [action] [key or value] [options]

Table 9 shows the reg command actions and their options. These options are intended to
mirror the Windows default reg.exe command syntax. For all reg command actions, key
paths can take hive references in either short or long form: HKLM or

HKEY LOCAL MACHINE.
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Table 9: Live Response Registry (reg) Command Actions

Action Description

query

Format: reg query [key or value] [options]

Options:

(none) — If no option switch is specified, query for the specified key
-v — Query for the specified value

Example:

reg query HKLM\Software\Microsoft\Windows\CurrentVersion\Run

add

Format: reg add [key] [options]
Options:

-v — Value for the key to be added
-d — Data for the key to be added
-t — Type of the key to be added; accepted types are:
* REG_NONE

* REG_BINARY

REG_SZ

REG_EXPAND_SZ
REG_MULTI_SZ
REG_DWORD
REG_DWORD_BIG_ENDIAN
REG_QWORD

Example:

reg add HKLM\Software\Microsoft\Windows\CurrentVersion\Run -v calc -t
REG_SZ -d c:\windows\system32\calc.exe

delete

Format: reg delete [key or value] [options]

Options:

(none) — If no option switch is specified, delete the specified key

-v — Delete the specified value

Example:

reg delete HKLM\Software\Microsoft\Windows\CurrentVersion\Run -v calc

Detached Session Management Mode

You can enter Live Response without a specific session. In this mode, you can take certain
actions that do not require current access to an endpoint, such as viewing the sessions that
are active or examining files uploaded to the server as a result of a session. You also can
attach to (join) an existing session or create a new one. Table 10 shows the available
commands in Live Response Management Mode.

Some commands in detached mode are accessible by users who do not have Global
administrator privileges, but most are not, and attempting to use them returns an error
message in the command window.
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To open a Live Response command window without a session:

*  On the Carbon Black console menu, choose Respond > Go Live.
The Live Response page is displayed. In this mode, the prompt in the command
window shows [CB Live]# without the name of an endpoint.

Table 10: Live Response Management Mode Commands

Command Description

archive [id]

Get an archive (gzip tarball) of all the session data for the session
whose ID is provided.

argparse

Test how Live Response parses CLI arguments. This command
helps determine whether there are any interpretation issues.

attach /id]

Attach to the session whose ID is provided. The session command
can be used to find the ID of an existing session or create a new one.
A session must be in active or pending state to be attached.

clear Clear console screen; cls command can also be used for this
purpose

files -s [id] Perform actions over cache stored files for the session whose ID is
provided.

help Show the commands available in this mode with a brief description of

each

help command

Show the description of the specified command, with additional
details (such as options) if available; e.g. help dir

sensor List sensors managed by this Carbon Black server.
[options] Options:
-i [1.2.3.4] --Return all sensors with specified IP address.
-n [host_ str] -- Return all sensors with matching host name.
-a -- Return all sensors.
Searches are case-sensitive substring searches for both host name
and IP address.
An option must be used with this command. If both -n and -i are
specified, only -i is used.
session Manage Live Response sessions. With no argument, lists all open

sessions and their ID numbers, which can be used with the attach
command.

Options:

* session new [id] — Creates a new session for the sensor whose
ID number is provided. Note that you provide a sensor ID, not a
session ID.

* session list [-v] — Lists existing sessions. If the -v option is
included, closed sessions are included. This option (without -v) is
the default when no additional arguments are used.

* close [id] — Close the session whose ID is provided.
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Extending Carbon Black Live Response

Because the built-in commands in Carbon Black Live Response include “put file” and
“create process”, responders can arbitrarily extend the capabilities of Live Response
beyond the built-ins commands. For example, and investigators could take the following
series of actions:

* Upload yara.exe and search memory for your custom yara signatures
* Upload winpmem.exe and dump a memory image

* Upload sbag.exe and parse the registry for Shellbags artifacts

* Upload a custom powershell script and execute it with powershell.exe

Although the library of built-in commands in Carbon Black Live Response will grow, it
will never include every command for every situation. The ability to use “put file” and
“create process” together assures that you have the freedom to add utilities you need for
forensics and incident response. Additional capabilities are provided by a Live Response
API, described at:

https://github.com/carbonblack/cbapi/tree/5.0.0/sensor_apis#carbon-black-live-response-
sensor-api

Live Response Activity Logging and Downloads

Live Response activity is logged both on sensors that are accessed and on the Carbon
Black server.

For any sensor accessed by Live Response, commands executed during the session are
logged in the Sensor.log file, which is in the Carbon Black sensor installation folder on the
endpoint.

On the Carbon Black Enterprise Server, Live Response activity can be reviewed in the
following files:

* /var/log/cb/liveresponse/debug.log — This is where you would go to begin
troubleshooting a Live Response issue. It contains debug information related to the
functional operation of the Live Response components and communication between
sensor and server.

* /etc/cb/liveresponse-logger.conf -- This is where you can change the level of
information in the debug.log.

* /var/log/cb/audit/liveresponse.log — This file is for auditing Carbon Black Live
activity. It keeps a log of all commands executed on an endpoint and the username/
account information of the person who executed each one.

* /var/cb/data/liveresponse — This directory is where files that are get and put using
Live Response are stored. It also contains the output of all commands executed. For
example if you do a process listing, the list goes into this directory in JSON format. If
you download a file (for example, using the archive command), that also appears in
this directory (under /tmp) as well as on the host running the Carbon Black browser.

You can change the length of time Live Response data is retained by editing the ???
parameter in the cb.conf file.
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Chapter 7
Process Search and Analysis

This chapter describes how to perform detailed searches for processes, and then perform
in-depth analysis on them.

Sections
Overview 94
Entering Search Criteria 95
Additional Search Page Features 96
High-level Result Summaries 97
Related Events 98
Process Results Table 99
Analysis Preview 101
Process Analysis 103
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Overview

When you are aware of an incident that could be a threat -- for example, you receive a
customer call reporting unusual software behavior or an alert from a threat intelligence
report or watchlist -- you can search all your systems and endpoints for processes that
indicate Indicators of Compromise (I0Cs). With Carbon Black, sensors collect data
automatically so that you can immediately start analyzing IOCs and finding solutions. You
can discover how and where the threat started by using Respond > Process Search.

Q Search Processes

T Reset seanch lama

+ Agd Crileria

Process Name  Group  Hostname  Parent Process  Process Path Procees MIDE
Process Name (50#) B Gowp(l ©  Heatname (13) @O  Paent Process (50=) 5]
Q Q Q a
chrome. s [17.00%) cefaut Grows | 100,00 ) laphops (B5%) svshos! mxe (23 B%)
° wipryss.eie (A% dasktopd {15%) sEamhrdesr.ee [15.0% e
MRAEORS VA e [3.1%) desklop (3%) chrome e [11.B%}
BRGIE S DIRGRE GEd [T 550 lagtop2 [3%) BErWEGE GRS (1%
Hoat Type n Hawr of Cay [ ] Day of Week ] Proce=s Sdarl Times [i]
10 i
6% * 0 =
e 1
10
1 - v
wodksiaiion
0%
12¢ 31 124
Related Svends Shovarg | 10 of 43,5623 matc hing proc esses Sart by | Process start bme -
chrome.exs 47 minutes ago on COMPLUTERNAME  regmad O filemod 1  modioad 63 netconn 0 proc O -]
¢\program files (xBEfigoogleic remelapplic alioric hrome exe [+ 3
|_-’:"5 googleupdate sxe 45 minutes ago on COMPUTERNAME  regmad 1 filemod 0 modicad 45 netconn 0 proc D
"_) £program fies (xBENgeaILpdala\goeogieupdRe. axe Q>
taskeng exe 4% minutes age on COMPUTERKAME  regmeod 1 flemod 0 modicad 23 netconn 0 proc |
mindows sy stem 32 taskeng e a ¥
chrofme. exe 2 s ago on COMPUTERMAKE ey flemod 1 modboad 63 netconn 0 proc O E
«:program fiss (oBEhoeag ks romelanplic atier\chreme axe Q>
.7"—9"" googleupdate exe 2 hours 890 on COMPUTERMANME ragmad 1 filamod 0 modicad 45 netconn 8 pros 0
_) ¢ program fles (xBEigogkupdalegoogleupdate. axa o ¥

The first time that you open the Process Search page, a short tour with a series of
information windows opens that provides an overview of the Process Search feature.
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More =

Process Search

This is the Process Search page. Carbon Black tracks process creation,
registry modifications, file modifications, DLL loads and network

connections and organizes them by process.

MNext

Ga 12718

10 | pf41.858 matching processes

Click Next in each tour window to learn about how to use each section of this page.

Entering Search Criteria

You use the Process Search feature to start your investigation into potential threats. The
section “Using Search Pages” on page 36 provides an overview of the search functionality
of Carbon Black. This section describes how to perform simple searches for processes
using search strings and pre-defined search criteria. For detailed information about using
queries in Carbon Black, see Chapter 9, “Advanced Search Queries.”

You can enter keyword searches or pre-defined search criteria in the Search box at the top
of the page. While you type in criteria, the correct syntax displays. If you do not enter any
search criteria, the system runs a search with *.*, every process that has executed, ranked
according to process start time, with the most frequently executed processes at the top.
You can also sort the results according to the count of events or last update time.

The Search box and the criteria fields can be used independently from one another, or
they can be used in combination. When used in combination, the system combines them
using an AND operator.

To perform a process search:

1. From the console menu, choose Respond > Process Search. The Search Processes
page displays.

2. In the Search box:

- Type a search string (must be formatted with the correct syntax) or
- Click Add Criteria. The predefined search criteria options display:
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Primary critana

Filepeth-related criderio

Patn af modified 1le

Path of knaded birany module
Procass command line

Palh of process e

et wadifiad e
Courk of binary moduls loads
Coun

N twodk-tralfic -ralabed critaria

Carbon Black Alliance

Bullk s=arch
FRegistry -ralated criaria

Countof regisry moafications
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Watrhlist hit

WD relansd criteria

WD of exe, Dinary or fle

Lamain name axa, mnary or ik

Count of nebaork connechons r 0 MDE of chikdprox e
e e ThmahConnack Carbon Bletk Fite
00858 HaM Binary critaria - Nily Secre =

Snara SE0Es
Walware Padmil - Malicins LA
3. Select the check box of a field. A dialog box displays with options to specify the
criteria for the field. Repeat to use more than one field for the search.
Note

The system combines multiple fields using the AND operator for the search
criteria.

4. Click Search. The results of the search display in a series of small tables and graphs,
and rows at the bottom of the page.

Additional Search Page Features

In the right top corner of the page, the Actions button provides several options:

) Resetsearch terms

f= Share
£ Add Watchlist
™ Export CSV

* Share: Use this option share query strings with other people. You can e-mail the URL
of the Carbon Black Enterprise server with a query string to another Carbon Black
user. That user can then use that string to view the same results in their own Carbon
Black user interface.

* Add Watchlist: Use this option to create a watchlist that is based on the current query
string. A watchlist is a saved search that you can use to track specific Indicators of
Compromise (I0OCs).
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Export CSV: Use this option to export the first 1000 process search results to a .csv
file in a comma separated value format for reporting, retention, or compliance. Each
row will contain the URL to the details of each result on the table.

Note

To export more than 1000 rows, you must configure API functionality to
capture and save the data. For information about configuring APIs, see
Appendix D, “Carbon Black APIs.”

The Reset search terms button removes all search criteria and restores the default view
using *.* as criteria.

-level Result Summaries

When you click Search, the Search Processes page updates the results data with
information that is specific to the search criteria that you used. The results display in a
variety of formats that enable you to quickly find any process or file that seems suspicious.

A summary of the results displays in facets (small tables and graphs that provide high-
level result data). Each process that matches your search criteria displays in a row below
the facets.

The following illustration shows two rows of facets:

@8  Heshams (13

lapiopd [B55)
diaskiopd (157%)
i b s [
lapkop 2 [35)

At

Carbon Black, Release 5.0.0

Facets provide a high-level summary of your current search results. Click the information
icons to learn more about each facet.

There are two rows of facets. The top row of facets that display are tables that provide the
following information:

Process Name: Shows unique names of processes that match your search criteria

Group: Shows the activity distributed among the configured sensor groups whose
processes match the search criteria

Hostname: Shows the hostnames of the currently installed sensors with processes that
match the search criteria

Parent Process: Shows the parent processes that create child processes and that match
the search criteria.
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Process Path: Shows the full physical path of the executables from which a process
was executed.

Process MD5: Shows the MD5 hash value of the executable for each matching
process.

The second row of facets are graphs that provide the following information:

Host Type: Shows a breakdown of computers with matching processes by the
percentage of workstations, servers, and domain controllers with processes that match
the search criteria.

Hour of Day: Shows the hour of day each process was started in the computer’s local
time zone.

Day of Week: Shows the day each process was started in the computer’s local time
zone.

Process Start Times: Shows the number of processes that were started each day, for
the most recent 30 days. The start times are displayed in Greenwich Mean Time
(GMT).

By looking at the facets, you can quickly see the names and number of processes that
match your search criteria, and the names and quantity of hosts on which they executed.
You can also determine if the paths to the processes are legitimate.

In the Process MDS5 facet, hover on one of the MDS5 hashes to display its details. Below
the MDS5 details, rows for each process that executed the binary display.

Related Events

Below the facets and to the left of the table of process search results, the Related Events
panel displays:

Felated Events

worksiation

domain controler

The related events that display in the illustration above reflect search results using the
following query (created using fields from the Search Criteria window):

host type:"workstation", host type:"domain controller",
host type:"server"
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If you hover over an item in Related Events, rows that correspond with the selected
common elements are highlighted, as shown in the following example:

Releted Events Showng 10 | of 145 malching processes Sort by

note pad.exe jr notepad.exe about 2 months age on COMPUTER.. regmod I flemod 0 modicad 36 netcon
- £-hovinckows sy stemddinotepad. s

sarvesr

euplorer.exe about 2 months age on COMPUTER . regmod 54 filemed 95 modicad 24 netcon
L el Cinckes ERElOMEr BRe

::.:mnm.age:.-ner'lznmu.a M notepad.exe skout 4 months age on DESKTORE  regmod 0 filemod 0 modicad 25 netcon
- o:hindoas sy stem3inolcpad. axa

£ N wEEy B e mobapad.e

EB notepad.exe about 4 months age on LAPTORS ragmod 0 filemod 0 modicad 35 netcon

o)

caincores sy stem3Zinolepad e

The process results that are highlighted are from executable files that were run on domain

controller computers.

Process Results Table

At the bottom of the page, to the right of Related Events, the results table displays. Each
row provides details about an executed process that matches the search criteria.

Shewing

®

L0901

o0e

1
o
-

&

Carbon

10 | of 40,643 matching processes

chrome.exe
¢ iprogram files (x86phgoogheishromeapplic ationlehrome exe

googleupdate. exe
¢ \program files (x36googlelupdate\googleupdate exe
taskeng.exe

¢ wandowsisystem3ditaskeng exe

chrome.exe
¢:\grogram files (x36googlel hromeiapplic ationlchrone. exe

chrame.exe 1 hours ago on COMPUTERMAME
c\program files (285} google's hrome\applic ation\chrome. exe

wmiprvse.exe
& indows sy stem32wbarmiwmipres e axe

1 hours age on COMPUTERNAME

googleupdate.exe 2 hours ago on COMPLUTERMAME
¢ \program files (x36 \googleiupdatelgoogleupdate exe

2 hours age on COMPUTERNAME

¢ windowsisystem3titaskeng exe

taskeng.exe

chrome. exe 2 hours ago on COMPUTERMAME
¢ iprogram files (x26hgoogleishrome\applic ationlchrone. exe

googleupdate.exe 3 hours ago on COMPUTERMAME
c:\program files (x85)\googleupdate\googleupdate exe

Black, Release 5.0.0

16 minules ago on COMPUTERNAME

43 mimutes ago on COMPUTERMAME

43 minutes ago on COMPUTERMNAME

AT minutes ago on COMPLUTERMAME

1/26/2015

Sort by | Process stan time
regmod 0 filemod 1 modload 63 netconn 0 pro
regmod 1 filemod 0 modload 48 netconn 0 pro
regmod 1 filemod 0 modload 28 netconn 0 pro
regmod 0 filemod 0 modload 62 netconn 0 pro
regmod 0 filemod 1 modload 63 netconn 0 pro
regmod 0 filemod 1 modload 42 netconn § - pro
regmod 1 filemod 0 modload 48 netconn 0 pro
regmed 1 filemod 0 modload 28 netconn 0 pro
regmod 0 filemod 1 modload 63 netconn 0 pro
regmod 1 filemod 0 modload 48 netconn 0 pro
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Above the search results you can see how many process executions match the search
criteria and the filters you selected.

The Sort by menu provides the following options:
* None

* Process last update time

* Process start time (default)

* Process name

* Count of Network connections

* Count of Registry modifications

e Count of File modifications

* Count of Binary loads

On each row, the following information displays:

Table 11: Search results table row details

Title Description

Icon Shows the icon of the process or program that was executed.

Process Name | Shows the name of the executable file that was run, for example,
notepad.exe. Underneath the process name, the path on the file
system from which the process was executed displays.

Execution Time | Shows the time of the most recent execution of the process.

regmod Shows the number of Windows registry modifications that were made
by the execution of this process.

filemod Shows the number of files that were modified by the execution of this
process.

modload Shows the number of modules that were loaded by the execution of

this process.

netconn Shows the number of network connections that the execution of this
process either attempted or established.

proc Shows the number of child processes that were generated from the
execution of this process.

> Shows the Process Analysis page with details about the process
executable file. For more information about process analysis, see
“Process Analysis” on page 103.

Shows the Analysis Preview page, which provides a more detailed
Q summary of information about the process execution than the

information in this table, but less information than the Process
Analysis page. For more information, see “Analysis Preview” on page
101.

Shows if the process execution was seen by an existing watchlist. If
the icon is gray, the process execution was not seen by a watchlist. If
the icon is green, the process execution was seen by a watchlist.
Click on the icon to open the watchlist.

|

Carbon Black, Release 5.0.0 1/26/2015 100



Chapter 7: Process Search and Analysis

Table 11: Search results table row details (continued)

Title Description

%

Analysis Preview

Shows if the result contains an event that is included in an
investigation. An investigation is a collection of tagged process
events that are products of search results. A gray tag icon indicates
that a process does not have any events tagged for an investigation.
A blue tag icon indicates that the result contains events that are
tagged in an open investigation. Results that contain events that are
tagged in an investigation other than an open one have a black tag
icon. For more information about investigations, see Chapter 11,
“Creating and Using Investigations.”

If you click the magnifying glass icon in a row in the results table, the Analysis Preview

page displays:
Preview

= notepad.exe

Achive for & menths st aotfeily about 2 months age

Sigreid siadus Sigosd
Company: Microscd Corporation
Procuct: Mcroscss Windowss Cparatrg Byskem
Description: Molepac

Putikchar: Microsofl Comanation

regmods: 0 filemeide: 0 o boad 0 26

Time Type

Fri Dec 05 2014 0901 1:56 GT-1500 modioan
Eastem Standard Time

Hostnaime: COMPLITER NAME

Stort time: 2014-12-05T14:11 59.8572

Pathe ¢ wincdowsasamd 2note pad e

Coemmand ling: e taind cwsayaiamd 2ndepad exe”

Usernama: COMPUTERMAVEADd minisrator

LD mnE: |

Desecription

Leated ¢windows'sysiem 12 nate padlaxe (24dal6a0e2a57 Be 100076 caldesoer et)

This page provides a quick overview of the following details of the selected process

execution:
Metadata:

* Signed status: Shows if the process executable file is signed by the publisher.

e Company: Shows the company name of the process executable file.

*  Product: Shows the product for which the process executable file was created.

* Description: Shows a text description of the process executable file.

* Publisher: Shows the official publisher of the process executable file.

Carbon Black, Release 5.0.0

1/26/2015 101



Carbon Black User Guide

Execution details:

Hostname: Shows the name of the host on which the process was run.
Start time: Shows the full timestamp for the time when the process was run.
Path: Shows the physical path from which the process was run.

Command line: Shows the full command line specific to the execution of this
process.

Username: Shows the user on the given host who executed the process. The format is
<domain>\<username>.

Process event details:

Regmods: Shows the number of Windows registry modifications that were made by
the process execution.

Filemods: Shows the number of files that were modified by the execution of this
process.

Modloads: Shows the number of modules that were loaded by this process execution.

Netconns: Shows the number of network connections that this process execution
either attempted or established.

Childprocs: Shows child process start times, end times, and the PIDs of the selected
parent process.

Crossprocs: Shows occurences of processes that cross the security boundary of other
processes.

Additional details:

Time: Shows the full timestamp for a data source (data sources are regmod, filemod,
modload, or netconn). The time is displayed for the sensor’s time zone.

Type: Shows the type of data source.

Description: Shows information about the event in context with the event type. For
example, for filemods, the path of the file that was modified would display in this
field.

At the top right of the page, the following options display:

Analyze: Click to open the Process Analysis page, which provides a more granular
analysis of the process executable file (this is the same page that opens when you click
the Process Analysis icon (>) in the Search Processes page).

View Binary: Click to view the detailed binary analysis page for the process
executable file. For more information, see Chapter 8, “Binary Search and Analysis.”

Carbon Black, Release 5.0.0 1/26/2015 102



Chapter 7: Process Search and Analysis

Process Analysis

After you have detected a threat and searched process executables, when you find a
process that merits investigation, you can open the Process Analysis page. The Process
Analysis page is where all the activity collected for a specific process by Carbon Black is
represented. The following illustration shows the details of the process executable file:
C:\windows\system32\wbem\wmiprvse.exe:

£ Process Analysis
wiminreze. ese on 3l COMPUTERMARE by S
fo'ﬂ'ﬂﬂl"c NG LW NC S e ENE 32T DT

TEM - was active Tar under one second B hours ago
55 2R -ambadrng

[ LE Y0 WG Lhves_

Process: winpn s s -~

05 Ty peee: windoses

0
0
Start Tima: 200 501-23T14:1210 1562
b o WINIipnes e, exe: Signed by Microedfl Corporation e
Ciom pany: b
Product: 1 Ciparating Syatern
Description:
Siyue‘l ‘ii;m@.l
Publisher: Wicrosoft CopEation
s Alliance Feeds O hil(s) n 0 regorb(s] -~
T D e Thraat  Term Feedz Sig Puk  File Action  File Type  Domain P RegAction RegHive Child Path  Child MDS D Resal
Type 8 Directones @ mvestigation € Threat Lewsl @ Search Terme @ Fesmd= @
Q Q Q Q Q Q
rcioad (42} £ hmindows s patemd (35 Usingged |43) Hnemn Good (28) = hmindoves s patem I 2aber ERETrest (28)
Tamos (1 Elarineowd \Spatem Jnar Knewn Bad |0 Hena (15

G > ey arpatemi2idmm q

s iagEasm (1)

Mor
i
]
121213160 13:12:13:180 12:12:13:200 1412:13:220 LCR PR R W2IE20) 181213 260
% B 0 Tmea Type  Description Q
B A1E01-23 141213206 GMT | modicad | Loaded ¢ windowstay stem 32dpapi 1 Signed (52 -
B 0150123 141212.298 GMT | modioad | Loaded ¢-luind .l Signed (7 x =
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The Process Analysis page contains the following elements and options to help you
investigate more deeply into the details of the process. Each item is described in the
sections that follow.

* Title

* Isolate host

* GolLive>_

* Actions (Export events to CSV and Share)
* Interactive process tree

* Process execution details

* Process metadata

e Alliance feeds

* Process details facets

* Time range bar graph

¢ Events view

Summary

The title information shows the general process execution details. Using our example of
C:\windows\system32\wbem\wmiprvse.exe, the format of the information that
displays is:

<Process_name> on <Hostname> by <Hostname>\<User> - active for
<Time> about <Time> ago

Command line: <Executable file path>

For example, the title information that displays for our example is:

f# Process Analysis

wmiprvse.exe on g COMPUTERMAME by SY3TEM - was active for under cne second 33 minutes ago

Command line: ¢ windows E:-'EZE"‘-:.: WDEMTWITIPIVSE. EXE -EMDED3INGg

Isolate Host
The Isloate host button displays at the top right of the Process Analysis page:

| I8 |solate host | @ Go Live »_ m

"N E2 axa . Process: svchost. exe L
dinastagh =
Til'léi aﬁ 9
Use this option to isolate a computer. For example, you might discover that suspicious
files have been executing from a particular computer and you want to prevent them from
spreading to other computers in your network. When a computer (host) is isolated,
connections to the Carbon Black Enterprise server such as DHCP and DNS are

maintained, but all other connections are blocked or terminated. The user is not notified by
Carbon Black, even though the computer will not work as expected.

The computer remains isolated until this option is disabled or the computer reboots. See
“Isolating an Endpoint” on page 84 for more information.
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Go Live
The Go Live button displays at the top right of the Process Analysis page:

1B |solate host @ Go Live »_ m

‘NI EE Sae Process: svchost.exe L

dnostay &
i
:5:1&13&% 9

This option is useful when you are investigating an Indicator of Compromise (I0C),
because once you have identfied a computer with suspicious activity, you can directly
access the content on that system. You can open an interactive live session to the end-point
host and execute commands in real time, to help isolate or eradicate the threat. For more
information about this feature, see “Using Carbon Black Live Response” on page 85.

Actions (Export events to CSV and Share)

The Actions button gives you access to the Export and Share options:

I8 |sclate host i Go Live »_ m

i- WIMIpnese. exe

The Export events to CSV option creates the following .csv files in a reports.zip archive,
and downloads the archive to your local computer:

* summary.txt (contains information about the current view)
* process.txt (contains information about the processes)

e filemods.csv

* modloads.csv

* netconns.csv

* regmods.csv

The .csv files contain the information in the Description fields for each type that display
in the results table at the bottom of the Process Analysis window. For more information,
see “Process Event Details” on page 110.

The Share option opens the Carbon Black user’s default email client, creates an email,
and includes the details from the summary.txt file (path, MD5, start timestamp, last
updated timestamp, hostname, and full command line), as well as a URL that accesses the
same page in which the Share button was clicked.
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Interactive Process Tree

By default, the graphical process tree view displays the parent process of the selected
process executable file in a search result, with the relevant child process already selected

(shown in gold, with a red circle), as shown in this example:

[Selected process
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You can interact with this view by clicking other child and parent processes, for example,

to continue identifying a possible issue.
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The process tree always shows the process event that is selected, and includes its parent
process and all child processes. Processes that are siblings to the selected process also
display. To expand or collapse elements in the process tree, click once to select a process
event, and click once more to expand or collapse that branch of the tree.

Note

When you click on other child or parent processes, the Process Analysis page
is updated in context to show the new selected process details, including the
summary tables and graphs.

Process Execution Details

Details about the process execution display in the panel on the upper right side of the
Process Analysis page:

=

Procesa; rundll32 exe

Q8 Type: (unknown)

Path: ¢ vwindows'sy swonidrundll32.axe
Usernama: SYSTEM

MD%: be 1daod3dfbeafdfbéb4d 1567 1b 1692 3e
S1an Tima: 2014-02-13T10:44:03. 4432 S

rundll32.axe: Signed by Microsoft Corporation s

Compamy: M

crosoft Corporation

Product: Microsoft® Windows® Operating System
Description: Windows host process [Rundll 32)
Signed: Signed

Publisher: Microsoft Corporation

& Alliance Feeds G hit(s] in & repori(s ) A
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The following information displays:

Table 12: Process Analysis: Process Execution Details

Field Description

Process Shows the name of the process executable file.

OS Type Shows the operating system on which the process was executed.

Path Shows the physical path from which the process was executed.

Username Shows the name of the user on the host computer who executed the
process. The format is: <Hostname>\<User>.

MD5 Shows the MD5 hash value of the process.

Start Time Shows the full pastime for the process execution.

Process Metadata

Details about the process execution metadata display in the panel on the upper right side of
the Process Analysis page:

Process: rundli3l exe

D5 Type: unknown )

Path: cohad ndows's yewtwE4rund 132 exa

Username: 5¥3TEM

MD4: betdeedIdthcad4bbbd 157101692 32
Start Time: 2014-02-18T10:44:03 4437

Signed: Signed

rundli32 exe: Signed by Microsaft Coarparation -
Comgany: kicrosot Corporation
Product Microsoft® Windows® Operating Syster

DE!EI‘.JTIDH! Windows host process | Rundl 532

Publigher: Microsot Carporation

M AlEance Feeds b nibs) 0 6 reports) B
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The following information displays:

Table 13: Process Analysis: Process Metadata

Field Description

<process Shows the name of the process executable file.

executable file

name>

Company Shows the name of the company that created the process executable
file.

Product Shows the product for which the process executable file was created.

Description Shows a text description of the product.

Signed Shows if the process or module that was executed or loaded has
been signed by the publisher.

Publisher Shows the official publisher of the process executable file.

Alliance Feeds

This section shows if the process event details had any hits from threat intelligence feeds:

& Alllance Feeds 6 hit(s)in & reportfz] -
ThreatConnact Conneetor -

ThreatConnest

2-16-2014 Seors 100

O BDGFIDGECISER4A06DEATADIATOFF11E =
Fidelis XP5 Connector ~
Fidelis MD5

2-16-20H4 Score 100
 BDEFYDSECISERLANEDEAIADAATOFF11E ]
ThreatConnect Carbon Black Communit -

ThreatConnect MDE
2-16-2014 Seors 100

If there are any hits, the results display below Alliance Feeds in rows that are expanded by
default. Each row shows the source of the feed, a link to information about the threat that
was detected, the date and score of the hit, and the MDS5 hash value of the binary that
caused the hit. Click on the MDS5 hash value to go directly to the process event row for that
binary.
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Process Event Details

There are several facets that provide a high-level summary of events in the process
executable file.

Twpe Or  Inveat  Thiesal Terma Fapds Sig  Pub  FikeAsllor File Type  Doamain F Ay Acticr Reg Hive  Chikd Pall
Typ= i Crectones @B nwestigation Thraat Lewea| il Zaaih Termz @
o o o o o
regmad {1132) ER Ty EemE (128 Urtegoed (2131) Kngem Good (5 wrprys aexe (15
Alemod | T34) §wndows prefeih | T Encwn Bad (D)
e rodiond (183 ¢ o soiwansdisrby
£ hildproc |22 RTINS
= | + Swmnrwatecftwansdetrin

§ oA eniwarsderiy
You can access the facets by clicking the facet name in the facet menu bar or by clicking
the arrows on the left and right of the facets panel. Hover over the information icons in the
facet titles for more information.
You can also hover over facet rows to see the number of events that were affected, for
example:

Feeds &
Q

21 events with SRSTrust

S
S5RS5Trust (21)

SRS (1)
The following table provides a description of each facet. The name in parentheses is the
name of the facet as shown in the menu bar.

Table 14: Process Analysis: Facet Descriptions

Facet Menu Bar Description
Name
Type Type Shows the type of process event. The values are:

¢ filemod (file modifications)

¢ modload (number of modules loaded)

* regmod (registry modifications)

* netconn (number of network connections
enabled)

¢ childproc (child processes)

® Crossproc (Cross processes)

Directories Dir Shows the directories used in this process.

Investigation Invest Shows the tagged status for events in this process
for any investigations.

Threat Level Threat Shows report scores for events associated with
threat intelligence feed hits in this process.
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Table 14: Process Analysis: Facet Descriptions (continued)

Facet

Menu Bar
Name

Description

Search Terms Terms Shows matching query terms used in searching for
processes.

Feeds Feeds Shows threat intelligence feed hits found in this
process.

Signature Sig Shows the signature status types of all modules that
were loaded by this process (for example, signed,
unsigned, or expired).

Publisher Pub Shows the publishers of all the modules that were
loaded by this process.

FileMod action File Action | Shows the types of file modifications that occurred
during the execution of this process (create, delete,
first write, last write), and the number of times those
actions occurred.

FileMod fileType | File Type Shows the types of the files that were modified.

Domain Domain Shows the domain (DNS) names associated with
network connections that were made by this
process.

IP address IP Shows the IP addresses associated with network
connections that were made by this process.

RegMod action Reg Action | Shows the type of registry modification (created,
deleted key, deleted value, first write, last write).

RegMod hive Reg Hive Shows the location of the registry that is associated
with registry modification events.

Childproc Child Path | Shows paths to child processes that were created

filepaths by this process.

Childproc md5s | Child MD5 | Shows MD5 files of child processes that were

created by this process.

On the far right of the facet menu bar, you can click the Reset button to reset all of the
facets to their original state. For example, if you have been filtering or searching in any of
the facets, you can reset them to their original state.
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Time Range Bar Graph

The time range bar graph is useful for investigating Indicators of Compromise (I0Cs) if
you want to view events that occurred at a specific time. Below the row of facets, a bar
graph displays that shows the times during which the selected process was executed.

T T T T
2359700145 234500150 2359000155 23500160 235900165 23580117 238

You can hover over the bars in the graph to show the number of times the process was
executed during a specific time period.

As you scroll down to view the rows in the process event details list, the time range bar
graph is pinned to the top of the page and is updated with information for the rows that are
currently viewable. The bars change color from blue to gold when the rows that display
are in the time range that the bars represent. For example, if the rows on the page fall
between 1:00 pm and 2:00 pm, events after 2:00 pm in the bar graph will display as blue
and not gold.

Process Event Details

The events view for a selected process displays as a table with several rows at the bottom
of the Process Analysis page:

% O 8 Times~ Type  Descipiion Q
204-11-30 234900153 GMT chikdprod | PID 11840 ended coprngram files [x35hqoecgle\updategoogleupdate exe Signed (5067051 4206 3dabab
= 2014-11-30 23 49:00. 137 GMT | modicad | Loaded o windows ey stemlAapphalp dl Sigmed (9499116359801 50 F 1963 1 5aa I dsd
2014-11-30 23:49:00 135 GMT | chidpr | PID 115840 started o \program files (235 fgoogletupdate’googleupdate com Signed (S067061 42be G3dabaé
2014-11-30 234200134 GMT | modioad | Loaded o vwindowslay slem3Zwmiite.dl Signed (51304803034 32401 350605 3020 T 16|

Firgt wrote to iregistrymachinelsoftwaneim ic rosoftwindoss ntie umensversionisc hadulsihands hake 1 §9 471
0A4-11-30 23:49:00 13 GMT 2 ey

regmod

The process events rows show the following details:

Table 15: Process Event Details: Row Descriptions

Heading Description

Tag Shows if an event is tagged for an investigation. You can click

% the tag icon to select this event for future investigation. After
you select the tag icon, it turns blue to indicate that it is now
included in an investigation.

Trusted Events Shows if the event is trusted. When you click on the row, the
trust information displays with a link to the source.

Threat Intelligence Shows if this event has matched a threat intelligence feed.
Feed Hits

Time Shows the time that the event occurred.
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Table 15: Process Event Details: Row Descriptions (continued)

Heading Description

Type Shows the type of process event. The values are:

¢ filemod (file modification - displays with a light green bar)

* modload (number of modules loaded - displays with a dark
green bar)

* regmod (registry modification - displays with a blue bar)

* netconn (number of network connections enabled - displays
with a purple bar)

¢ childproc (child process - displays with an orange bar)

* crossproc (cross process - displays with a red bar)

Description Shows the operation that the Type event performed. For
example:

¢ filemod could display “Deleted” or “Created” and then
provide the path to the file that was modified.

* modload could display the module that was loaded by the
process. Modload descriptions could also include the path of
the module that was loaded, if the module was signed or
unsigned by the publisher, and the unique MD5 hash.

* regmod could display the Windows registry key that was
created or modified.

* netconn could display the connection made, including the
IP address (including hostname), port, and protocol.

¢ childproc could display the child process start time, end
time, and PID of the selected parent process.

¢ crossproc could display the action it performed, for
example, opening a handle or starting or ending processes.

Search Allows you to reduce the number the events that display and
focus the results based on terms entered into the Search box.
For example, entering “Microsoft” into the Search box would
display only Microsoft events.

You can expand an event in the results table by clicking the down arrow on the right.
Details about the event display. This example shows details for an event with the type
modload:

@ 2015.01-15 14:12:14.589 GMT | modioad Loaded cowindowsaystem32idpapi dil Signed (32 abf4p952061 73002

2 computer{s) have s=en this md5 in 484 processes: computername, id-dol

Caompany: Microsofl Corparalion Bith Software Reputation Service Trust  \Vigw »
Product; MicrosofhE Wi 58 Operating System SRS report for 82abfs34e092c81730c2403bbe
Description: Data Protection AP Score 80

Signature Status: Signed B 92ABFS34ESR2CE1TI0C24F003BBE1924

Publisher: Microsoft Corparation
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Different types of details display for each type of event, as shown in the following table.
Table 16: Process Analysis: Event Type Details

Event Type Details

filemod Shows the number of computers that have seen this file
modification, and the number of processes in which the file
modification occurred on those computers.

modload Shows the following information:

* The number of computers that have seen the MD5 hash for
the module that was loaded, and the number of processes
the MD5 appears in on those computers.

¢ Binary information: company name, product name, a
description of the binary, signature status, and publisher

* Alliance information: the source of the threat intelligence
feed, a link to the report for the MD5 hash, the MD5 score,
and the MD5 trust status

regmod Shows the number of computers that have seen a modification
of a registry key, and the number of processes in which the
registry modification occurred on those computers.

netconn Shows the number of network connections that the execution
of this process either attempted or established.

childproc Shows the following information:

* The number of computers that have seen the MD5 in the
description, and the number of processes in which this MD5
was observed. Lists the names of the processes.

* Process metadata: length of time for which the process was
active, and when the process execution occurred (for
example, “about one month ago”), username of the user
executing the process, MD5 hash name, and the command
line of the process executable file.

¢ Binary information: company name, product name, product
description, signature status, and publisher.

crossproc Shows the following information:

¢ Description of the OpenProcess API call for the cross
process. Carbon Black records all OpenProcess API calls
that request PROCESS CREATE THREAD,
PROCESS DUP HANDLE, PROCESS SUSPEND RESUME,
PROCESS VM OPERATION, or PROCESS VM WRITE
access rights. These access rights allow this process to
change the behavior of the target process.

* Process metadata: length of time the cross process was
active, user name of the user who executed the process,
MD5 hash name, and the command line of the process
executable file.

¢ Binary metadata: company name, product name, product
description, signature status, and publisher.
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Chapter 8
Binary Search and Analysis

This chapter describes investigating binary metadata.

Sections
Overview 116
Entering Search Criteria 117
High-level Result Summaries 119
Related Metadata 120
Binary Preview 122
Binary Analysis 124
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Overview

You can use Binary Search to explore the metadata of a binary. Carbon Black sensors
begin tracking binaries at the moment that they are executed by a process, and displays the
file information in binary search results.

To search for binaries, click Respond > Binary Search.
Search Binaries

D Resesearch 2ma

Digital Signature Publishes Somparty Mame  Product Mame  FieWVersion  File paths Groups  Hostnames

Dhgital Sigraturs (5) ©  Pubizher 27) ©  Company Name (3 @ Product Name (2000 o
Q a a Q
f.a_.'n-"! 35 3% M oG ot Corponation 190 9% ) Pl e 50 Conparation (82 4% | I'.Il'ﬁi‘.‘l?ﬂl\.‘\'h\_".a'-lll);."ﬁ'g Sputam

rreald Cham (00% Pbmare, Ir M sosoh Ofice 2013{3.3%)
Bad Signedure |T0%: Swpile Amenk a. Inz. (1.1%) @razle Corporaton (C.5%) Pl ros oft (R Viindows [R) Cperaiing Eys.
Wore
Sign Time Hio=d Counk Firsl Seen Cb Alliance: VirusTokal Hit Counis
- 1
1
1 wzma Y 1
Related Metadata Showing 10 of 8 %60 maiching biraries Sort by Frst sesn ime -
FDMEEI1ICOSEIEITEZ191I6AIFEOSSCZ  Soen as: discan dl about 11 days ago Slzez 1825 KB =
Signotins: Signed I_‘|:||||:m'|3, iz roaoft Corporation Q¥
EEIEDSFF4BESDTESSSEBBCCIBCEEIATA Soon as: security dll about 1B days age Siza: SKE o
Sigmaturas Signed Company: Micresaft Corporation =T}
ZA0CABDDIB4 58452 8AT0D0D2ZAADEFDIF Seen as: delegale_sxecute exe about 24 day= ago  Size: 156 ME -]
Sigmature: Signed Campany: Googhks Inc L=
ACTIAJFEEISSENSBABCTEITOBCSCCIIC Seen as: pingexe abeut 24 days oo Size: 20.6 KB =
Sigmature: Signed Company: Mic osoft Corporation o »
‘ FCOE4AE2EERT1DTCSSBIDTSTHA0DB2DZE  Sean a8 cmd sxe shout 34 days agpn Slzes M7 S KB £
Sigmature: Signed Company: Miz resalt Corporation [= -
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Entering Search Criteria

You can enter keyword searches or pre-defined search criteria in the Search box at the top
of the page. While you type in criteria, the correct syntax displays. However, on the
Binary Search page, the search not only auto-completes your criteria, but estimates results
as well. If you do not enter any search criteria, the system runs a search with *.*, which
includes every binary that has executed in your environment. The results display with a
single instance of every binary and its metadata. Each binary is identified by its MDS5 hash
value.

To perform a binary search:

1. From the console menu, choose Respond > Binary Search. The Search Binaries
page displays.

2. Enter search criteria:

- In the Search box, type a search string and click Search, or
- Click Add Criteria. A list of predefined search criteria displays:

Primary Criteria File Metadata Carbon Black Alliance Bulk search
First seen at File Diescription irusTotal Updsted OCs
- - N N - [ Jr— R . -
Filename Compary Mame Virus Total Score Digital Sig re Information
MD5 Product Mame SIGHT Partners feed Score
Signature Status
Size File fersion Mational WVulnerability Database Score
Publisher
Watchlist Hit Comments abuse.ch Mahware Diomains 5core
_ _ Program Mame
Architecture Legal Trademark Bitd + CB Adwanced Thrests Feed Score
|=s e
Binary Type Legal Copyright Bith + CB Early Access Indicators Feed
Score Subject
Hostname Internal Name i
51,.":" CB Endpoint Suspicious Indicators Sign Time
Groups Metadata Filename Fead Score
05 Type Product Descriotion Bith + CB Endpoint Visibilty Feed Score
Product Varsion L Carbon Black Endpoint Tamper Detection
Score
Private Build

Mahaare Domain List Score

c -
Special Buld ThrestConnect Carbon Black Community

Soore

Tar Exit Modes Score

Select the check box of a field. A dialog box displays with options to specify the
criteria for the field. Repeat to use more than one field for the search.

Note

The search box and the individual criteria fields can be used independently
from one another, or they can be used in combination. When used in
combination, the system combines them using an AND operator.
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Click Search. The search results display in high-level groupings of binary metadata
that contain fields with data that matches your search criteria.

Note

For detailed information about using queries in Carbon Black, see Chapter 9,
“Advanced Search Queries.”

Additional Search Page Features

In the right top corner of the screen, the Actions button provides several options:

) Resetsearch terms & -

4 Share
& Add Watchlist

™ Export CSW

* Share: Use this option share query strings with other people. You can e-mail the URL
of the Carbon Black Enterprise server with a query string to another Carbon Black
user. That user can then use that string to view the same results in their own Carbon
Black user interface.

* Add Watchlist: Use this option to create a watchlist that is based on the current query
string. A watchlist is a saved search that you can use to track specific Indicators of
Compromise (IOCs).

e Export CSV: Use this option to export the first 1000 binary search results to a .csv
file in a comma separated value format for reporting, retention, or compliance. In
addition to the data in the results, each row will contain the URL to the details of each
result on the table.

Note

To export more than 1000 rows, you must configure API functionality to
capture and save the data. For information about configuring APIs, see
Appendix D, “Carbon Black APIs.”.

The Reset search terms button removes all search criteria and restores the default view
using *.* as criteria.
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High-level Result Summaries

When you click Search, the Search Binaries page updates the results data with
information that is specific to the search criteria that you used. The results display in a
variety of formats.

A summary of the results displays in facets (small tables and graphs that provide high-
level result data). Each process that matches your search criteria displays in a row below
the facets.

The following screen capture shows two rows of facets:

Digital Sgrature Publisher  Compary Mame Product Hame  FileWarsion  Fie paths Sroups  Hostnames
Digtal Signaturs (7} (1] Publisher (144 (1] Compary Mame (200 [: ] Froduct Mame {200) a
Q Q Q Q

Signed (51 9% oration (Gi48%) Mirasad Comparation {65.7%)

esigned |47 8%)

moom e

Sign Time Host Court First Seen Cb Allisnca: VinsTotal Hit Counts

D OE | OB T 2 0 7L

Facets provide a high-level summary of your current search results. Click the information
icons to learn more.

There are two rows of facets. The top row of facets displays the following information
about binaries in the results:

* Digital Signature: Shows the percentages of signed, unsigned, explicit distrust, and
expired binaries.

* Publisher: Shows a list of binary publishers, and the percentage of binaries that have
those publishers.

* Company Name: Shows a list of binary publisher companies and the percentage of
binaries with those company names.

*  Product Name: Shows the binary’s product name.
* File Version: Shows the binary’s file version.

* File Paths: Shows a list of file paths where files matching the current binary search
have been seen.

* Groups: Shows a list of the sensor groups that have identified binaries.

* Hostnames: Shows a list of host names for computers on which binaries have been
identified.
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The second row of facets are graphs that display the following information about binaries

in the results:

* Sign Time: Shows the number of binaries that were signed on a particular date.

* Host Count: Shows the number of binaries that were seen by Carbon Black on a host
or a number of hosts.

* First Seen: Shows the number of binaries that were first detected on a particular date.

* Cb Alliance: VirusTotal Hit Counts: Graph that shows the number of binaries with
VirusTotal hits and the VirusTotal value of the hits.

Related Metadata

Below the facets and to the left of the table of process search results, the Related Metadata

panel displays:

Relai=d Metadata

NOTEPAD.EXE

Canindows\syetem 32 notepad.o

xe

chwindows'syswowb4 notepad.e

e

chwind ows'systemiZ\eotepad.e

e

The related metadata that displays in the illustration above reflect search results using
notepad.exe for search criteria.

If you hover over an item in Related Metadata, rows that correspond with the selected
common elements are highlighted, as shown in the following example:

Related Metadata
NOTEPAD.EXE

CuMindowseysiem32inotepad.e
KE

wincows sy s owsd notepad.e
KE

Lowi noowsisysiam32inotepad.e
Xe
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Showing

-

a
a

10 of 4 matching binanes

24DAOSADEZASTEE19987SDAODESSETEE Seen as: notepad exe abi
Signature: Signed Company: Microsoft Comporation

DI7EBFFETOO231290D6A4F5468E4AA61C  Seen as: nntepad exe abt

Signature: Signed Com pany: Micresoft Corporation

FICTEBEACCSTFE2ESETAZDA0ETDO21B1 Scen as: notepad.exe ab

Signature: Signed Company; Microsoft Comporation

EJ0239799C4ECEIBSIF4ATEEBSTAISEBE  Seen as: notepad exe ab

Signature: Signad Company: Microscft Comporation
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Binary Search Results Table

At the bottom of the page, to the right of Related Metadata, the results table displays. Each
row provides details about binary metadata that matches the search criteria.

Showing | 10 of i 950 matching binaries Sort by First seen time
SEAALSDEFEECTS1ZBEF1153657BEDFY2  Seen as: msfeeds dil about 1 months age  Size: 614 KB el
Signature: Signed Company: Mic rogeft Corporation =]

(;_-g? 2839A3ESEF189534DC2FF5SFRTOE26087  Soon as: mehtmldll about 1 months age Slze: 22 46 MB =

\&‘;’7 Signature: Signed Company: Microsoft Carporation a >
EGCCESFAG1B01AA4TEI1E54747ADB924  Seen as: instcplopl about 1 months ago Size: 155 MB i

L-!_I.,) Signature: Signed Company: Microzoft Carporation a >

i T4C6BI108AG0TBEEE1AIIT1AIDEACEDE  Seen as: cryptui.dil about 1 months age Size: 584.5 KB ko
Signature: Signed Company: Mic rosoft Corporation a )

433A00BOF7IBD7EBECT1COBF4ATEOBECOT Seen as: ieadvpack.dll about 1 menths age  Size: 128 KB 2
Signature: Signed Company: Microgoft Corpeoration Q>
BAB0S4TFE4ASEBOGBESATETSTEISDIFE2  Seen as: profext dil shout 1 morths ago Size: 52 S KB ol
Signature: Signed Company: Mic rogeft Corporation =]

H C50095484TES1AD0T00DITETCZEICCAE  Soon as: setupapi.dil about 1 months ago Size: 169 MB ko

S Signature: Signed Company: Mic resoft Camporation a >

Above the search results you can see how many binaries match the search criteria and the
filters you selected. The Sort by menu provides the following options:

* None

* First seen time (default)

* (b Alliance: VirusTotal Hits
* Sign time

* File size

e Company name

e MD5
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Table 17 shows the information displayed in each binary search results row.

Table 17: Binary Search Results Table Row details

Title Description

Icon Shows the icon of the file in which the binary was detected.

Binary Hash Shows the MD5 hash value of the binary.

Execution Time | Shows the last time that the file in which the binary was identified was

loaded.
Size Shows the size of the file that contains the binary.
Signature Shows whether the binary file is signed or unsigned.
Company Shows the binary file’s company name

Shows if the binary was identified by an existing watchlist. If the icon
o is gray, the binary was not identified by a watchlist. If the icon is

— green, the binary was identified by a watchlist. Click on the icon to
open the watchlist.

Shows the Binary Preview page, which provides a more detailed

Q summary of information about the binary than the information in this
table, but less information than the Binary Details page. For more

information, see Binary Preview.

> Shows the Binary Analysis page with details about the binary file. For
more information about process analysis, see “Binary Analysis” on
page 124.

Binary Preview

If you click the magnifying glass icon in a row in the results table, the Binary Preview
page displays:

Einary Preview

] DAFEOE13E9SECBETFOEDAABSCEBO1BAD R

ey ) Related processfes); 32 | Find related =
Sagned skaius: Sagned Feed Information
Compary: Mitrosot Comoration WVinesTotsd Hits - @1 Yigw on YinsTofal =
Produce: Micrpsobd Windows Cperating Syatam
Description: Molaps
Publisher: iicrosoll Comporato
Closa

At the top of the screen the MDS5 hash value of the binary displays. The file name(s) that
the binary has used are listed beneath the hash value.
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This page provides a quick overview of the following details:
* Metadata:

Signed status: Shows if the binary file is signed by the publisher.

Company: Shows the company name identified in the metadata of the binary file.
Product: Shows the product name identified in the metadata for the binary file.
Description: Shows a text description of the binary file.

Publisher: Shows the official publisher of the binary file.

* Feed information: shows a list of threat intelligence feed scan results. You can click on
the links to go to the source of the results.

At the top right of the page, the following options display:

* View Binary: Click to view the detailed analysis page for the binary. For more
information about binary analysis, see “Binary Analysis” on page 124.

* Find related: Click to open the Process Search page, with a pre-defined query for the
MDS5 hash value of this binary. The number of related processes displays to the left of
the Find related link.
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Binary Analysis

Use the Binary Analysis page to investigate a binary more deeply. You can access the page
from the View Binary link on the Binary Details page, or from clicking the > icon in a
binary result row from the Search Binaries page.

D378BFFB70923139D6A4F546864AAB1C prucuency bats

Seen as: nobepad exe

First sean otz 2014-10-04T15.25- 24 5577 (abouk 3 maonthe aga) 280 compitens have seen this mos n 1614 processes
Sratus: Signed

Publisher Name: Microsoft Comporation R ——

. 0, File writenja): 0 | Find wiiten = & SRS Trust Scon 100 G Wiew on SRS Trust »
€, Related process|es) 4252 | Find related = 0 VinsTotal Hits 1 @ Wiewon vinsTotal »

Search the welb: Soogle =

Ganeral Infie File Wersion Motadata

0% Type B Windowes File Descripbon Morepad
Architeches %2 b Fila Warsion b1 TE0.153ES (ain7_imDB07T13-1255)
Binary Type Shaned Rasouns Cwigireal File ram & WOTERAD.EXE.MUL
Size 1755 KB @ Download Intzrnal Nama Motepad
Company Names Micrasal Corporation
Product Name Mizro=afE Win dow=S Orerating Syl=m
Rasul Sigresd Ll © oL B MicTosan COROrAtarL Al gt reterved.
Pubizher reicroanil Corporaion
Sigred Tima 2009-07-14TOT-34-00Z
Resil Code (o]
Ohsanved Path G owEgyERMI Znaienad axe Hosmama 51
Oearded Pam CIaindowEaEEmMIZnlEpad eie Hosrame wi-100
Observed Path CoNIndowesyswostdnoispad e Hastrame st - 101
Obsesved Path clwindowehayEwowidinoiapad exe Hosimame testi-102
Hostrame =abi-103
Hastrama st-106
Hosrame e n-107

This page contains the following elements to help you investigate more deeply into the
details of the binary. Each item is described in the sections that follow.

* Binary Overview

* Frequency Data

* Feed Information

* General Info

* File Version Metadata

* Digital Signature Metadata
* Observed Paths

* Recently Observed Hosts
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The overview section contains the following information:

D378BFFE/0923139D6A4F546864AA61C

Sean as: not apad. exe

First seen at 2014-10-04T15:26:24 5972 [about 3 months ago)

Status: Signed

Publisher Name: Microaoft Comporation

oy

M’ | O File writer{s): 0| Find writers »
Q1 Related process{es): 4252 | Find relased »

Search the web: Google »

Table 18: Binary Analysis Overview Section

Heading
MD5 Hash Value

Description

Shows the MD5 hash value for the binary.

Seen as

Shows the filenames that were seen for binaries that match
this MD5 hash value.

First seen at

Shows the full time stamp of the time that this binary was last
observed by currently installed sensors.

Status

Shows the signature status - either Signed or Unsigned.

Publisher Name

Shows the binary’s publisher name.

File writer(s)

Shows the number of files that this binary has written to, and
the names of those files.

Related Process(es)

Shows the number of processes that have used this binary.

Search the web

Frequency Data

Provides a Google search string that contains the binary’s MD5
hash value so that you can see whether there is any other
information or discussion about this binary.

This section shows how many hosts have observed the binary with this MD5 hash value.

Frequency Data

280 computers have seen this md5 in 1614 processes.
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Feed Information

This section shows scan results for this binary from Threat Intelligence Feeds. You can
click the links to see the results.

Feed Information

SRS Trust Score: 100 Q View on SRS Trust »
0 YirusTotal Hits: 1 Q View on VirusTotal »

General Info

This section shows the following details about the binary.

General Info

08 Type iR Windows
Architecture 32 bit

Binary Type Shared Resource

Size 1755 KB @ Download

Table 19: Binary Analysis General Info Section

Heading Description
OS Type Shows the operating system that the binary uses.
Architecture Shows whether this binary uses 32-bit or 64-bit architecture.

Binary Type Shows the resource type of the binary: either Standalone or Shared.

Size Shows the size of the binary. Also provides a link to download the
physical binary.
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File Version Metadata

This section shows the file version metadata of the binary.

File Version Metadata

File Description Motepad

File Version 6.1.7600.16385 (win7_rtm.090713-1255)
Original Filename NOTERPAD EXE.MUI

Internal Name Motepad

Company Name Microsoft Corporation

Product Name Microsoft® Windows® Cperating System
Product Version 6.1.7600.16385

Legal Copyright @ Microsoft Corporation. All rights reserved.

Table 20: Binary Analysis File Version Metadata Section

Heading Description

File Shows the name of the binary (from the publisher).
Description

File Version Shows the version of the binary.

Original Shows the filename of the binary.

Filename

Internal Name | Shows the internal name of the binary

Company Shows the company name of the binary.
Name

Product Name | Shows the product name of the binary.

Product Shows the product version of the binary file.

Version

Legal Shows the copyright details for the file, including its publisher.
Copyright
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Digital Signature Metadata

This section shows the binary file signature metadata.

Digital Signature Metadata

Result
Publisher
Signed Time

Result Code

Signed
Microsoft Corporation
2009-07-14T07:34:002

0x0

Table 21: Binary Analysis File Digital Signature Metadata Section

Heading Description
Result Shows the status of the binary signature: either Signed or Unsigned.
Publisher Shows the name of the publisher of the binary.

Signed Time Shows the time that the binary was signed.

Result Code Shows the result or exit code that followed the execution of the

Observed Paths

binary.

This section shows the full physical paths from which the binary was loaded.

Observed Paths

Observed Path
Observed Path
Observed Path

Observed Path

Carbon Black, Release 5.0.0

CiWindows'\system32inotepad exe
chwindowsisystem3z2inotepad exe
CiWindows'syswowbd\notepad.exe

chwindowssyswowGd\notepad exe
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Observed Hosts

This section shows the names of all the hosts on which this binary has been observed.

Recently Observed Hosts (20+) ®

Hostname test1-1
Hostname test1-100
Hostname test1-101
Hostname test1-102
Hostname test1-103
Hostname test1-106
Hostname test1-107
Hostname test1-11

You can select the icon:

to download the entire list of hosts that used this binary.
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Chapter 9
Advanced Search Queries

This appendix describes details about using queries to search for processes and binaries.

Sections
Query Criteria Details 132
Query Syntax Details 132
Fields 134
Datatypes 138
Example Searches 141
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Query Criteria Details

Carbon Black supports multiple types of query criteria. The following list shows a high-
level summary of the supported criteria.

* Full Boolean support with AND, OR, and -

* Nested Boolean support with parenthesis, for example (foo or bar) baz
* Wildcard searches with *, for example, process name:*.exe

* Force-phrase searches with double-quotes: “foo\bar” or “foo bar”

Searches are generally case-insensitive.

Query Syntax Details

Terms, phrases and operators

A term is a single keyword (without whitespace) that is searched in the Carbon Black
process or binary data store, for example:

foo

Terms can be combined by logical operators and nested to form more complex queries,
for example:

* and, AND, or whitespace: Boolean AND operator: foo bar, foo and bar
* or, OR: Boolean OR operator: foo or bar

e - :Boolean NOT operator: -foo

* nesting using parenthesis: (foo or bar) baz

Terms can be limited to a single field with field:term-style syntax, for example:
process name: svchost.exe

Multiple terms are connected with AND if not otherwise specified. Terms without fields are
expanded to search all default fields.

Because terms are whitespace delimited, use double-quotes or escape whitespaces when
required, for example:

filemod:"c:\program files\" or filemod:c:\program\ files\

Terms can be combined to form phrases. A phrase is a set of terms separated by
whitespace and enclosed in quotes. Whitespace between the terms of a phrase is not
treated as a logical AND operator; rather a phrase is searched as a single keyword, for
example: “foo bar”

Phrases can be combined and nested with other phrases and terms using logical operators,
for example: "foo bar" or baz
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Restrictions on Terms

Whitespace

Whitespace is the default delimiter. A query with whitespace would be parsed as multiple
terms, for example:

Input: c:\program files\windows
Becomes: c:\program and files\windows

You can use a phrase query to avoid automatic parsing, for example:
Input: "c:\program files\windows"
Becomes: "c:\program files\windows"

Alternatively, whitespaces can be escaped using the backslash (\):
Input: c:\program\ files\windows

Output c:\program files\windows

Parenthesis

Parenthesis is used as a delimiter for nested queries. A query with parenthesis is parsed as
a nested query, and if a proper nesting cannot be found, a syntax error is returned, for
example:

Input: c:\program files (x86)\windows

Becomes: c:\program and files and x86 and \windows
You can use a phrase query to avoid automatic nesting, for example:

Input: "c:\program files (x86)\windows"

Becomes: "c:\program files (x86)\windows"

Alternatively, whitespaces can be escaped using backslash (V) as the escape character, for
example:

Input: c:\program\ files\ \ (x86\)\windows

Becomes: c:\program files (x86)\windows

Negative sign

The negative sign is used as logical NOT operator. Queries that begin with a negative sign
are negated in the submitted query, for example:

Input: -system.exe
Becomes: not system.exe

You can use a phrase query to avoid automatic negation, for example:
Input: "-system.exe"

Becomes: "-system.exe"

Double Quotes

Double quotes are used as a delimiter for phrase queries. A query with double quotes must
be escaped using backslash (\), for example:

cmdline:"\"c:\program files \ (x86\)\google\update\googleupdate.exe\" /svc"
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Fields

This section contains a complete list of fields that are searchable in Carbon Black. Fields
are valid in either process searches or binary searches. Some fields are valid in both. Any
binary-related field used in the process search searches the executable file backing the
process.

If no field is specified for a term, the search is executed on all default fields. Default fields
are indicated by (def).

Table 22: Searchable Fields in Carbon Black

Process Binary Field Type Description

Search Search

md5 X (def) - md5 MD5 of the process, the
parent, a child process, a
loaded module, or a written

file.

domain X (def) - domain Network connection to this
domain.

ipaddr X - ipaddr Network connection to or from
this IP address.

modload X (def) - path Path of module loaded into
this process.

filemod X - path Path of a file modified by this
process.

regmod X (def) - path Path of a registry key modified
by this process.

path X (def) - path Full path to the executable
backing this process.

process_name X (def) - keyword Filename of the executable
backing this process.

parent_name X (def) - keyword Filename of the parent
process executable.

childproc_name x (def) - keyword Filename of the child process
executables.

cmdline x (def) - cmdline Full command line for this
process.

hostname x (def) - keyword Hostname of the computer on
which the process was
executed.

host_type X (def) - keyword Type of the computer:
workstation,

server, or domain controller.
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Table 22: Searchable Fields in Carbon Black (continued)

Process Binary Field Type Description

Search Search

group x (def) - keyword Sensor group this sensor was
assigned to at the time of
process execution.

username X (def) - keyword User context with which the
process was executed.

process_md5 x (def) - md5 MD5 of the executable
backing this process.

parent_md5 x (def) - md5 MD5 of the executable
backing the parent process.

filewrite_md5 x (def) - md5 MD?5 of a file written by this
process.

childproc_md5 x (def) - md>5 MDS5 of the executable
backing the created child
processes.

modload_count X - count Total count of module loads by

this process.

filemod_count X - count Total count of file modifications
by this process.

regmod_count X - count Total count of registry
modifications by this process.

netconn_count X - count Total count of network
connections by this process.

childproc_count X - count Total count of child processes
created by this process.

start X - datetime Start time of this process in the
computer’s local time.

last_update X - datetime Last activity in this process in
the computer’s local time.

last_server_update X - datetime Last activity in this process in
the server’s local time.

process_id X - long The internal Carbon Black
process guid for the process.

parent_id X - long The internal Carbon Black
process guid for the parent
process.

sensor_id X - long The internal Carbon Black

sensor guid of the computer
on which this process was
executed.
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Table 22: Searchable Fields in Carbon Black (continued)

Process Binary Field Type Description

Search Search

watchlist_<id> X X datetime The time that this process or
binary matched the watchlist
query with <id>.

os_type X X keyword Type of the operating system:
Windows, OSX or Linux.
md5 - X md5 The binary’s MD5 hash value.
orig_mod_len X X count Size in bytes of the binary at
time of collection.
copied_mod_len X X count Number of bytes collected.
is_executable_image | x X bool True if the binary is an EXE
(versus DLL or SYS)
is_64bit X X bool True if architecture is x64.
observed_filename X x (def) | path Full path of the binary at the
time of collection.
digsig_publisher X x (def) | text If digitally signed, the
publisher.
digsig_issuer X X (def) | text If digitally signed, the issuer.
digsig_subject X x (def) | text If digitally signed, the subject.
digsig_prog_name X x (def) | text If digitally signed, the program
name.
digsig_result X X (def) | sign If digitally signed, the result.
digsig_sign_time X X datetime If digitally signed, the time of
signing.
product_version X x (def) | text Product version string from

FILEVERSIONINFO

file_version X x (def) | text File version string from
FILEVERSIONINFO

product_name X X (def) | text Product name string from
FILEVERSIONINFO

company_name X X (def) | text Company name string from
FILEVERSIONINFO

internal_name X x (def) | text Internal name string from
FILEVERSIONINFO

original_filename X x (def) | text Original name string from
FILEVERSIONINFO
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Table 22: Searchable Fields in Carbon Black (continued)

Process Binary Field Type Description

Search Search

file_desc X x (def) | text File description string from
FILEVERSIONINFO
product_desc X X (def) | text Product description string from
FILEVERSIONINFO
comments - x (def) | text Comment string from
FILEVERSIONINFO
legal_copyright X x (def) | text Legal copyright string from
FILEVERSIONINFO
legal_trademark X X (def) | text Legal trademark string from
FILEVERSIONINFO
private_build X X (def) | text Private build string from
FILEVERSIONINFO
special_build X X (def) | text Special build string from
FILEVERSIONINFO
server_added_ - X datetime The time this binary was first
timestamp seen by the server.
crossproc_count X X count Total number of cross process

events by this process.

crossproc_type X X remote_thread | A remote thread is open, or a
process_open | Process handle is open

crossproc_md>5 - X md>5 MD5 hash value of the
process with which an actor
process had a cross-process
event.

crossproc_name X X text Name of the process with
which an actor process had a
cross-process event.

tampered X X bool Values are True or False -
indicates if the event has been
tampered with.
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Datatypes

domain

Domains are split into labels. Separator characters (.) are maintained to enable position-
dependent searches. A search with leading or trailing .’s is position-dependent. Searches
with inner .’s are phrase searches. Searches without .’s will match any domain with that
label anywhere in the domain name. The following table provides examples of domain
searches.

Table 23: Domain Datatype

Search foo.com foo.com.au
domain:com match match
domain:.com match no match
domain:.com. no match match
domain:com. no match no match
domain:foo. match match
domain:foo.com match no match
ipaddr

text

IP addresses are searched with CIDR notation:

(ip) / (netmask)

If the netmask is omitted, it is presumed to be 32, for example:
ipaddr:192.168.0.0/16 or ipaddr:10.0.1.1

Text fields are tokenized on whitespace and punctuation. Searches are case-insensitive.
The string from the product name field, for example:

Microsoft Visual Studio 2010

will be split into the terms microsoft, visual, studio and 2010.

Searches for any one of these strings will match on the binary. Phrase queries for any two
consecutive terms will also match on the binary, for example:

product name: "visual studio"
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count

An integer value. If it exists, values from 0 to MAXINT. Supports two types of search
syntaxes:

* X: Matches all fields with precisely X, for example, modload count:34 for
processes with exactly 34 modloads.

* [X TO Y]: Matches all fields with counts >= X and <=Y, for example,
modload count:[1 TO 10] for processes with 1 to 10 modloads.

In both cases, either X or Y can be replaced the wildcard * . for example,
netconn count:* for any process where the netconn count field exists.
netconn count:[10 TO *] for any process with more than 10 network connections.

datetime

Datetime fields have five types of search syntaxes:

* YYYY-MM-DD matches all entries on this day, for example, start:2013-12-01 for
all processes started on Dec 1, 2013.

®*  YYYY-MM-DDThh:mm:dd matches all entries within the next 24 hours from this date
and time, for example, start:2013-12-01T22:15:00 for all processes started
between Dec 1, 2013 at 22:15:00 to Dec 2, 2013 at 22:14:59.

e [YYYY-MM-DD TO YYYY-MM-DD] matches all entries between, for example,
start:[2013-12-01 TO 2013-12-31] for all processes started in Dec 2013.

* [YYYY-MM-DDThh:mm:ss TO YYYY-MM-DDThh:mm:ss] matches all entries
between, for example, start: [2013-12-01T22:15:00 TO 2013-12-
01:23:14:59] for all processes started in Dec 1, 2013 within the given time frame.

* -Xxh relative time calculations matches all entries with a time between NOW-10h and
NOW. Support units supported are h: hours, m: minutes, s: seconds as observed on the
host, for example, start:-24h for all processes started in the last 24 hours.

As with counts, YYYYMMDD can be replaced the wildcard * . for example,
start:[2013-01-01 TO *] for any process started after 1 Jan 2013.

keyword

md5

Keywords are text fields with no tokenization. The term that is searched for must exactly
match the value in the field, for example, process name:svchost.exe. Queries
containing wildcards can be submitted with keyword queries, for example,
process_name :*.exe

MDS5 fields are keyword fields with an md5 hash value. The term searched for must
exactly match the value in the field, for example,
process md5:6d7c8a951laf6ad6835c02903¢cb88d333
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path

Path fields are special text fields. They are tokenized according to path hierarchy, for
example, path:c:\windows.

For a given path, all subpaths are tokenized. For example:
c:\windows\system32\boot\winload.exe

is tokenized as:

c:\windows\system32\boot\winload.exe
\windows\system32\boot\winload.exe

system32\boot\winload.exe
boot\winload.exe

winload.exe

For queries involving path segments that are not tokenized, wildcard queries can be
submitted, for example, path:system*, for any path that has system as sub-path in it.

bool

Boolean fields have only two possible values, the string true or false. Searches are
case-insensitive.

sign

Signature fields can be one of the eight possible values: Signed, Unsigned, Bad
Signature, Invalid Signature, Expired,Invalid Chain, Untrusted
Root, Explicit Distrust. Values with whitespace must be enclosed in quotes, for
example, digsig result:Signedordigsig result:"Invalid Chain"

cmdline

Command line strings that contain parenthesis or double quotes must be escaped using a
backslash. If the string also contains whitespaces, enclose it in double quotes or use escape
for the whitespaces, for example: cmdline:"\"c:\program

files\ (x86\) \google\update\googleupdate.exe\" /svc" or

cmdline:\"c:\program\ files\
\ (x86\)\google\update\googleupdate.exe\"\ /svc
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Process Search Examples

Chapter 9: Advanced Search Queries

Table 24: Process Search Query String Examples

Example Query Strings

Result

domain:www.carbonblack.com

Returns all processes with network connections to or
from domains matching the given FQDN.

domain:.com Returns all processes with network connections to or
from domains matching * . com
domain:.com. Returns all processes with network connections to or

from domains matching the form * . com. *

domain:www.

Returns all processes with network connections to or
from domains matching the form www. *

domain:microsoft

Returns all processes with network connections to or
from domains matching * .microsoft OR
*.microsoft.* OR microsoft.*

ipaddr:127.0.0.1

Returns all processes with network connections to or
from IP address 127.0.0.1

ipaddr:192.168.1.0/24

Returns all processes with network connections to or
from IP addresses in the network subnet
192.168.1.0/24

modload:kernel32.dll

Returns all processes that loaded a module
kernel32.d11 (accepts path hierarchies).

modload:c:\windows\system32\sxs.dl|

Returns all processes that loaded a module matching
path and file sxs.d11 (accepts path hierarchies).

path:c:\windows\system32\notepad.
exe

Also returns all processes with the matching path
(accepts path hierarchies).

regmod:\registry\machine\system\
controlset001\control\deviceclasses*

Returns all processes that modified a registry entry with
the matching path (accepts path hierarchies).

path:excel.exe

Returns all processes with the matching path (accepts
path hierarchies).

cmdline:backup

Returns all processes with matching command line
arguments.

hostname:win-5ikqdnf9go1

Returns all processes executed on the host with
matching hostname.

group:"default group”

Returns all processes executed on hosts with matching
group name (use of quotes are required when
submitting two-word group names).

host_type:workstation
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Returns all processes executed on hosts with matching
type (use of quotes are required when submitting two-
word host types).
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Table 24: Process Search Query String Examples (continued)

Example Query Strings

Result

username:system

Returns all processes executed with the matching user
context.

process_name:java.exe

Returns all processes with matching names.

parent_name:explorer.exe

Returns all processes executed by a parent process
with matching names.

childproc_name:cmd.exe

Returns all processes that executed a child process with
matching names.

md5:5a18f00ab9330ac7539675f3f32
6¢f11

Returns all processes, modified files,or loaded modules
with matching MD5 hash values.

process_md5:5a18f00ab9330ac7539
675f3f326¢f11

Returns all processes with matching MD5 hash values.

parent_md5:5a18f00ab9330ac75396
75f3f326¢f11

Returns all processes that have a parent process with
the given MD5 hash value.

filewrite_md5:5a18f00ab9330ac7539
675f3f326cf11

Returns all processes that modified a file or module with
matching MD5 hash values.

childproc_md5:5a18f00ab9330ac753
9675f3f326¢f11

Returns all processes that executed a child process with
matching MD5 hash values.

<type>_count:*

Returns all processes that have xxx_count field > 0,
where type is one of modload, filemod, regmod,
netconn, or childproc.

<type>_count:10

Returns all processes that have xxx_count field = 10,
where type is one of modload, filemod, regmod,
netconn, or childproc.

<type>_count;[10 TO 20]

Returns all processes that have xxx_count field >= 10
and <= 20, where type is one of modload, filemod,
regmod, netconn, or childproc.

<type>_count:;[10 TO *]

Returns all processes that have xxx_count field >= 10,
where type is one of modload, filemod, regmod,
netconn, or childproc.

<type>_count:[* TO 10]

Returns all processes that have xxx_count field < 10,
where type is one of modload, filemod, regmod,
netconn, or childproc.

start:2011-12-31

Returns all processes with a start date of 2011-12-31 (as
observed on the host).

start:[* TO 2011-12-31]

Returns all processes with a start date earlier than or
equal to 2011-12-31 (as observed on the host).

start:[* TO 2011-12-31T722:15:00]
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Returns all processes with a start date earlier than or
equal to 2011-12-31 at 22:15:00 (as observed on the
host).
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Table 24: Process Search Query String Examples (continued)

Example Query Strings

Result

start:[2011-12-31 TO *]

Returns all processes with a start date later than or
equal to 2011-12-31 (as observed on the host).

start:[2011-12-31T09:45:00 TO *]

Returns all processes with a start date later than or
equal to 2011-12-31 at 09:45:00 (as observed on the
host).

start:*

Returns processes with any start date (as observed on
the host).

start:[* TO *]

Returns processes with any start date (as observed on
the host).

start:-10h

Returns all processes with a start time between NOW-
10h and NOW. Units supported are, h: hours, m:
minutes, s: seconds (as observed on the host).

last_update:2011-12-31

Returns all processes last updated on date 2011-12-31
(as observed on the host).

last_update:[* TO 2011-12-31]

Returns all processes last updated on a date earlier
than or equal to 2011-12-31 (as observed on the host).

last_update:[* TO 2011-12-
31T22:15:00]

Returns all processes last updated on a date earlier
than or equal to 2011-12-31 at 22:15:00 (as observed on
the host).

last_update:[2011-12-31 TO *]

Returns all processes last updated on a date later than
or equal to 2011-12-31 (as observed on the host).

last_server_update:[2011-12-
31T09:45:00 TO *]

Returns all processes last updated on a date later than
or equal to 2011-12-31 at 09:45:00 (as observed at the
server).

last_server_update:*

Returns processes with any update date (as observed
on the server).

last_server_update:[* TO *]

Returns processes with any update date (as observed
on the server) within the range provided.

last_server_update:-10h

Returns all processes last updated between NOW-10h
and NOW. Units supported are h: hours, m: minutes, s:
seconds (as observed on the server).

process_id:<guid>

Returns the process with the given process id, where
<guid> is a signed 64-bit integer.

parent_id:<guid>

Returns the process with the given parent process id,
where <guid> is a signed 64-bit integer.

sensor_id:<guid>
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Returns processes executed on host with given sensor
id, where <guid> is an unsigned 64-bit integer.
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Binary Search Examples

Table 25: Binary Search Query String Examples

Example Query Strings Result

md5:5a18f00ab9330ac7539675f326¢f11

Returns all binaries with matching MD5 hash values.

digsig_publisher:Oracle

Returns all binaries with a digital signature publisher
field with a matching name.

digisig_issues:VeriSign

Returns all binaries with a digital signature issuer
field with a matching name.

digsig_subject:Oracle

Returns all binaries with a digital signature subject
field with a matching name.

digsig_prog_name:Java

Returns all binaries with a digital signature program
name field with a matching name.

digsig_result:“<status>"

Returns all binaries with a digital signature status of
<status>.

digsig_sign_time:2011-12-31

Returns all binaries with a digital signature date of
2011-12-31.

digsig_sign_time:[* TO 2011-12-31]

Returns all binaries with a digital signature date
earlier than or equal to 2011-12-31.

digsig_sign_time:[2011-12-31 TO *]

Returns all binaries with a digital signature date later
than or equal to 2011-12-31.

digsig_sign_time:*

Returns binaries with any digital signature date.

digsig_sign_time:[* TO *]

Returns binaries with any digital signature date
within the range provided.

digisig_sign_time:-10h

Returns all binaries with a start time between NOW-
10h and NOW. Units supported are h: hours, m:
minutes, s: seconds.

<type>_version:7.0.170.2

Returns all binaries with matching version, where
<type> is product or file.

product_name:Java

Returns all binaries with matching product name.

company_name:Oracle

Returns all binaries with matching company name.

internal_name:java

Returns all binaries with matching internal name.

original_filename:mtxoci.dll

Returns all binaries with matching filename.

observed_filename:c:\windows\system32

\mtxoci.dll

Returns all binaries that have been observed to run
on or were loaded with the given path.

<type>_mod_len:[* TO 10]

Carbon Black, Release 5.0.0

Returns all binaries that have <type> mod len
(module length in bytes) field < 4096, where type is
original or copied.
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Table 25: Binary Search Query String Examples (continued)

Example Query Strings

Result

<type>_desc:“database support”

Returns all binaries that have <type> desc field
with matching text, where type is file or product.

legal_<type>:Microsoft

Returns all binaries with matching legal <type>
field text, where type is trademark or copyright.

<type>_build:“Public version”

Returns all binaries with matching <type> build
field text, where type is special or private.

is_executable_image:True or False

Boolean search (case insensitive) returning all
binaries that are executable or not executable.

is_64bit_:True or False

Boolean search (case insensitive) returning all
binaries that are 64-bit or not 64-bit.

Threat Intelligence (Alliance) Search Examples

Any document matching a threat intelligence feed is tagged with an

alliance score <feed> field, where the value is a score from 1 to 100. <feed> is the “short
name” of the threat intelligence feed, such as “nvd”, “isight, or “virustotal.” For any threat
intelligence feed, you can click the View Hits button to discover the feed’s short name.

Table 26: Threat Intelligence Search Examples

Result

Example Query Strings

alliance_score <feed>:*

Returns all binaries that have <feed> score > 0.

alliance_score_<feed>:10

Returns all binaries that have <feed> score = 10.

alliance_score_<feed>:[10 TO 20]

Returns all binaries that have <feed> score >= 10 and <=
20.

alliance_score <feed>:[10 TO *]

Returns all binaries that have <feed> score >= 10.

alliance_score_<feed>:[* TO 10]

Carbon Black, Release 5.0.0

Returns all binaries that have <feed> score < 10.
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Chapter 10
Threat Intelligence Feeds

This chapter describes Threat Intelligence Feeds that may be enabled on a Carbon Black
server to enhance the verification, detection, visibility and analysis of threats on your

endpoints.

Sections

Overview 148
The Threat Intelligence Feeds Page 149
Checking for New Alliance Feeds 151
Syncing Alliance Feeds 151
Feeds and Data Sharing Settings 152
Enabling, Disabling, and Configuring a Feed 155
Creating and Adding New Feeds 157
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Overview

Threat Intelligence Feeds are streams of reports about Indicators of Compromise (IOCs)
found in the wild by a variety of services and products. One or more feeds may be
integrated into the Carbon Black server and console to enhance the verification, detection,
visibility and analysis of threats on your endpoints.

The source of a feed may be a third-party Carbon Black Alliance partner or it may be from
the information and analysis collected by the Bit9 Software Reputation Service, Bit9
Platform threat detection tools and shared data collected from Carbon Black and Bit9
customer enterprises. You can even create and add a new feed if you choose. Some feeds
do not require data collection from your server while others require that you share
information from your enterprise back to the feed provider to improve community
intelligence data.

Available feeds appear on the Threat Intelligence Feed page. You can enable or disable
any feed you see on that page. The Carbon Black server supports the following types of
10Cs:

* Binary MD5s
e [Pv4 addresses

* DNS names
* Query-based feeds using the Carbon Black process/binary search syntax to define an
10C

When a feed is enabled and IOCs from it are received, the following information and
capabilities are added in Carbon Black:

* Feed Results Added to Sensor-Reported Process and Binary Records — If an IOC
from a feed report matches processes or binaries reported by sensors on your
endpoints are added to the records for those processes or binaries in Carbon Black.
You can search and filter for proceses or binaries using the existence or score of a feed
report, for example creating a table of all processes whose National Vulnerability
Database score is greater than 4.

* Feed-based Watchlists — You can create a Carbon Black Watchlist that tags a process
or binary found on one of your endpoints when the score from a specified feed
matches a specified score or falls within a score range.

* Feed-based Alerts — You can configure a console and/or email alert to be sent any
time a process or binary found on one of your endpoints is the subject of a report from
a specified feed.

* Links to Feed Sources — You can link back to the source of a feed for more
information, which can range from a general description of the feed to specific details
about an I0C reported by that feed.

Note

You may also integrate the Carbon Black server with local or cloud-based
devices that provide threat intelligence. See Appendix C, “Network

Integrations for Feeds,” for a list of supported integrations and pointers to
documents about these integrations on the Carbon Black customer portal.
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The Threat Intelligence Feeds Page

On the Threat Intelligence Feeds page, you can:

* View the available feeds and get more information about them

* Enable or disable feeds

* Configure alerts and logging for feeds

* Change the rating used to calculate the severity assigned to IOCs from a feed
e Sync one or all feeds

e Check for new feeds

* Add anew feed

¢ Delete user-defined feeds

Note

Feeds that Carbon Black makes available from Bit9 + Carbon Black sources
and third-party partners are Carbon Black Alliance feeds. They may be
enabled and in some cases disabled but may not be deleted from the page.

To view the Threat Intelligence Feeds page:

* On the console menu, choose Detect > Threat Intelligence. The Threat Intelligence
Feeds page appears.

The following page shows an example of the Threat Intelligence Feeds page and the feeds
that might appear on it. Note that feeds may be added or removed, so what appears here
should not be taken to indicate that all pictured feeds are available.
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222 Threat Intelligence Feeds
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Each available feed is represented by a panel on this page. There are also controls on the
page that check for new feeds available from the Carbon Black Alliance, synchronize all
feeds on the page, and add user-defined feeds.

The Bit9 Tamper Protection feed, which alerts on endpoint activity that is indicative of
tampering with CB sensor activity, is enabled by default. If you opt in to alliance sharing
(see “Feeds and Data Sharing Settings” on page 152), the VirusTotal feed is also enabled
by default. You must enable other feeds you want to use. See “Enabling, Disabling, and
Configuring a Feed” on page 155 for more on enabling and configuring a feed.

See “Creating and Adding New Feeds” on page 157 for information on adding user-
defined feeds.

Checking for New Alliance Feeds

Carbon Black works with a variety of partners to provide threat intelligence feeds for the
Carbon Black server. New partners and feeds may be added after you install the server at
your site. So that you can take advantage of the latest available feeds, the Threat
Intelligence Feeds page includes the ability to check for new feeds. You may want to do
this before deciding which feeds to enable, and also check for new feeds periodically.

This command also removes feeds if the feed source no longer provides them, although
any existing reports and tagged processes and binaries will still identify the feed.
To check for new Alliance feeds:

* On the Threat Intelligence Feeds page, choose Check for new feeds on the action
(down-arrow) menu in the top right corner of the page. If new feeds are available, they
are added to the page.

=+ Add New Feed ﬁ
Q, Check for new leeds

= Sync All

Syncing Alliance Feeds

Alliance feeds are updated periodically by the feed sources. If you want to make certain
that all feeds are up-to-date with the latest information from their source, you can use the
Sync All command.

To sync all Alliance feeds on the page:

*  On the Threat Intelligence Feeds page, choose Syne All on the action (down-arrow)
menu in the top right corner of the page.

B B
o Sync All
Note

You can sync feeds individually if you choose rather than all at one time. Sync
commands for individual feeds on on the Action menu in the feed panel. See
Table 27 on page 156 for a description of these options.
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Feeds and Data Sharing Settings

Most Alliance feed partners provide a list of all of the IOCs they track. Other than the Bit9
Tamper Protection feed, all feeds require that you enable communication on the Sharing
Settings page. Some feeds require that you also enable data sharing.

To enable communication with Carbon Black Alliance feed partners:

1. On the console menu, choose Administration > Sharing Settings. The Sharing page
appears.

& Sharing

General Sharing Settings

[+ Enable Aliance Communication

This setting serves as an overall ovemnde for automatic Allance communication settings. If
enabled, it also enables download of lWnanes from the Alliance and retneving Alliance

feeds

2. On the Sharing page, under General Sharing Settings, make sure the Enable Alliance
Communication box is checked.
If Enable Alliance Communication is enabled for the first time (or after being
disabled), a full Sync with the available feeds is done in the background.

Some feeds, for example VirusTotal or most Bit9 feeds, only include reports on MD5s that
are observed in your enterprise. For these, you must Enable Alliance Communication, but
you must also enable feed-specific sharing. If you enable sharing for these feeds, Carbon
Black pushes MDS5s that are observed by your sensors and binaries originating from your
enterprise to the servers for each of the feeds you enable. These are compared to data that
Bit9 and other third parties have on those binaries. If there is a corresponding report or
record, the feed is updated to include that information.

Important

Be sure to read and understand the descriptions of the options you choose on
the Sharing page. These settings can send MDS5 data about all of the binaries
discovered on your endpoints, or even the binaries themselves, to Carbon
Black or a third-party feed provider. Make sure you are comfortable with this
and that this data sharing is in compliance with your organization’s policies.
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To enable data sharing with Carbon Black Alliance feed partners:
1. On the console menu, choose Administration > Sharing Settings.

2. Scroll to the Endpoint Activity Sharing section at the bottom of the Sharing page
Endpaoint Activity Sharing

Some threat intelligence resources require your server to send endpoint activity to BitS or
our Alliance Partners. The threat inteligence databases may be too large or too dynamic to
be hosted locally, analysis may be computationally intense or analysis may be dependent
on extemal data sowrces. The activity sent vanes wath each dataset and terms of use with
each partner. Complete details are available below

Bitd & Alliance Partners virusTotal

Binary Hashes & DISABLED DISABLED
Metadata

Complete DISABLED DISABLED
Binaries

3. In the Binary Hashes & Metadata row for each of the feeds you want to enable, if the
setting is Disabled, click on that setting. This opens the Share binary hashes page.
This page describes the data that will be shared with the source and provides a privacy
statement for you to review. Please review all of the sharing and privacy information
carefully before making sharing choices.

4. Ifyou are willing to share the data as described, you have two options:

a. Click Enable to share data from endpoints in all Sensor Groups.

b. Click Partial to share data from endpoints in some Sensor Groups, and use the
arrow between the SHARE FROM and DO NOT SHARE FROM windows to
choose which groups you will allow to share data.
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Share binary hashes with Bit9

Summary

Use Bit¥s Software Regutation Service and confirm trust level by hash for all executed binares. By sharing hashes
with Bit%, hashes can be checked with Bit%'s catalog of trusted files.

Data Shared

For every binary executed in the groups
b, the follewing information is sent to
Bit% if you g0 alest:

+ Filznams

+ File mds hash

+ Filz metadata (Company Mame,
Product Mame, etc)

+ [ugital signature information

+ File wnter name and hash

Privacy

Data shared with BitS is:

» securely transmitted and stored in our
secure cloud infrastructure

» never publicly shared unless elected
anonymized, and aggregated

'} ENABLE (Share from ALL Groups)

i [

{
‘md5": "addEIbRT060915528 4ad0chfadelaldel”,
"Fil:_de:: riptin:\' 1 "Windows Update client proxy stub”
‘company_name': 'Micresoft Corporation',
"product_name ' ‘'Microsoft?® Windows® Operating System”
‘file_version': '7.8.9200.16384 (winB_rtm.128725-1247)

‘comments®: '

'legal_capyrigrﬁt': '@ Microsoft Corporation. All right

"legal_trademark': '°,
“internal_name’: "wups.dll”,
‘original filename': ‘wups.dll’,
‘product_deseription’: "',

"oroduct version': '7.E.9280.16384°,

A checked box designates you are “opting in" and
thereby electing to share this information with Bit%
and its threat intelligence "Alliance® partners in
the menner described, All information iz asnonymized
ta the extent reasonably practicable before belng
shared with Alliance partners. The applicable terms
and conditiens are set forth in and subject to your
Bit? License Agreement. DATA COLLECTION: In  the
event that You opt in through the Software, then,
notwithstanding anything to the contrary set forth
herein, Bit% may collect and wse (a) but net
distribute E:-ch:rnel].:l.y_I technical information about
vour devices. flles. networks. swvitems. software.
4

® DISABLE (Do Not Share from ANY Groups)

PARTIAL (Share from SOME Groups)

SHARE FROM

DO NOT SHARE FROM

Default Group

Test123

Close Share

| ]

5. Click the Share button when you have chosen the sharing configuration for this feed.

6. Repeat for any other feed you want to enable on the Endpoint Activity Sharing panel.

Note

If you disable the main Enable Alliance Communication setting, you also lose
access to any feeds you configured in the Endpoint Activity Sharing interface.

Carbon Black, Release 5.0.0
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Enabling, Disabling, and Configuring a Feed

Each feed available on a Carbon Black server is represented by a panel on the Threat
Intelligence Feeds page. The panel provides information about the feed and allows you to
enable and configure it.

=)

v mintgev

NVD 13 the LS. govemnment repositony of
standards based vulnerability managemant
data. This feed will flag all execulad
applications vulnerable o ons or more
CVEs.

Theng arg no requirgments to share any data
la recaive this feed. .

Mare Infe =
L & & Avlad 7]
Enabled
Email Me On Hit
v Motifications

Process Malches »

Binary Matches » & Actions =

To enable a Threat Intelligence Feed:

1. On the console menu, choose Detect > Threat Intelligence. The Threat Intelligence
Feeds page appears.

2. Choose a feed that you would like to enable, and on that panel, check the Enabled box
to enable the feed.

3. Set any of the configuration options you would like to change. See Table 27 for
details.

To disable a Threat Intelligence Feed:

1. On the console menu, choose Detect > Threat Intelligence. The Threat Intelligence
Feeds page appears.

2. Choose the feed that you would like to disable, and on that panel, uncheck the
Enabled box to disable the feed.

If you disable a feed, its reports remain on the server and any data coming in will be
tagged against locally existing IOCs it reported. However, new reports from these feeds
about I0OCs will not be downloaded for scanning, and for feeds that require data to be sent
to them, new binary MD5s from your sensors will not be sent.
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Table 27: Configuration and Action Options for a Threat Intelligence Feed

Field/Menu Description

More info

This link goes to a URL at the feed provider. It may provide
technical information about the feed or general information about
the provider and its products.

L. B SN
(Rating)

By default, the field showing five stars indicates the rating of this
field by the community of Carbon Black users. The default for all
ratings is three (filled) stars. You can click on a star to modify the
rating of this feed on your server. The rating affects the severity
assigned to alerts coming from this feed, which in turn can affect
order of alerts if sorted by severity.

Enabled

If this box is checked, the feed is enabled if available. If it is not
checked, the feed is not enabled.

Note: Most feeds also require that Enable Alliance Communication
by enabeld on the Sharing Settings page. In addition, feeds that
upload data from your server require that you opt into hash sharing
with that specific feed. See “Feeds and Data Sharing Settings” on
page 152.

Email Me on Hit

If this box is checked, I0Cs from this feed that reference a process
or binary recorded on this Carbon Black server cause an email alert
to be sent to the logged in console user. See “Enabling Email
Alerts” on page 189 for more on email alerts.

Notifications
menu

This menu provides additional notification options:

* Create Alert — If this box is checked, IOCs from this feed that
reference a process or binary recorded on this Carbon Black
server cause a console alert . See “Enabling Console Alerts” on
page 176 for more on email alerts.

* Log to Syslog — If this box is checked, IOCs from this feed that
reference a process or binary recorded on this Carbon Black
server are included in Syslog output from this Carbon Black
server. See the Syslog User Guide and related documents on the
Carbon Black customer site for more on how Carbon Black
events can be accessed via Syslog.

Process Matches

Clicking this link opens the Process Search page with the results of
a search that shows each process that matches I0Cs from this
feed. See Chapter 7, “Process Search and Analysis,” for
information on process searches.

Binary Matches

Clicking this link opens the Binary Search page with the results of a
search that shows each binary that matches IOCs from this feed.
See Chapter 8, “Binary Search and Analysis,” for information on
binary searches.

Actions menu

Carbon Black, Release 5.0.0

The Action menu includes the following commands:

* Create Watchlist — Create a Watchlist, which is a saved search
whose results will be processes or binaries matching I0Cs
reported by this feed.

* Incremental Sync — This option adds report data from this feed
that has been observed since the previous synchronization.

* Full Sync - This option rewrites all of the report data from this
feed.

1/26/2015 156



Chapter 10: Threat Intelligence Feeds

Creating and Adding New Feeds

You can create and add new Threat Intelligence Feeds to a Carbon Black server. A feed
can be created in any language that allows for building JSON, or even built by hand. One
way to build a feed is to use the Carbon Black Feeds API (CBFAPI), which is found on
github at:

https://github.com/carbonblack/cbfeeds

The CBFAPI is a collection of documentation, example scripts, and a helper library to help
create and validate Carbon Black feeds.

Regardless of how a feed is created, the feed file itself must match the feed structure, or
schema, defined in the "Feed Structure" section of the Carbon Black Feeds API
documentation referenced above.

There are several options for the amount of specification you provide when adding a new
feed to a Carbon Black server. The minimum requirement is that you provide a URL to the
feed.

To add a new Threat Intelligence Feed to the Carbon Black server:

1. Confirm that the feed you have created follows the Feed Structure instructions in the
Carbon Black Feeds API documentation on github.

2. On the console menu, choose Detect > Threat Intelligence.

3. On the Threat Intelligence Feeds page, click the Add New Feeds button in the upper
right. The Edit Alliance Feed dialog appears. The Add from URL tab is the default
tab on this dialog.

4. Choose either Add from URL or Add Manually, and provide the information for the
feed as described in Table 28. If you are entering authentication information, click the
Show Feed Server Authentication Options link.

5. When you have finished entering the settings for this feed, click the Save button at the
bottom of the dialog. If the settings you entered provide access to a feed server, the
new feed appears on the Threat Intelligence Feeds page. Error messages will indicate
failure to add the feed, for example, if the URL does not point to a feed server.

Table 28: Settings for New Feeds

Field Add from Add Description
URL Manually
Feed URL Required | Required | The URL for the feed itself that will be

providing 10OC reports

Use Proxy Optional Optional Check this box to use a proxy for the Feed
URL. The configuration for this proxy is
entered in the cb.conf file, which is
documented on the Carbon Black customer

portal.
Validate Server | Optional Optional Check this box to require a validation check
Cert on the feed server’s certificate.
Provider URL N/A Required | The URL to the page that will open when

the user clicks More Info on the feed panel.
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Table 28: Settings for New Feeds (continued)

Field Add from Add Description
URL Manually
Summary N/A Required | The text that will appear in the panel to
describe this feed.
Server Optional Optional If the server providing the feed requires
Authentication authentication, click the Show Server
Options Authentication Options link and provide
the following authentication information:
* Username
* Password
* Private Cert
* Public Key
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Chapter 11
Creating and Using Investigations

This chapter describes how to work with investigations. Investigations provide a way to
group data for reporting, compliance, or retention purposes.

Sections
Overview 160
Creating Investigations 162
Adding Events to Investigations 163
Removing Events from Investigations 164
Adding Custom Events to Investigations 164
Deleting Investigations 165
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Overview

Investigations are collections of process events that share a common focus. Investigations
can include details and notes, and provide a way to group data for reporting, compliance,
or retention purposes. Investigations are not particular to any user, so every investigation
is available to every Carbon Black administrator.

It is a best practice to start an investigation whenever you begin any type of search, for
example, after you discover a suspicious indicator and you start searching to find related
process activity on your hosts. You could create an investigation to keep an ongoing
record of the scope and effects of the threat so that you can stop it before it causes damage
to your systems. There is no cost to creating an investigation, and if you tag process events
during your search, you have a built-in record of the steps that provided the end result.

A default investigation comes with the server installation and is always available to collect
any data that you tag. The default investigation cannot be deleted, so it is best used as a
repository for data that interest you but do not warrant a dedicated investigation of their
own. The first time that you open the Investigations page, the default investigation
displays. To open an investigation, from the menu bar, click Respond > Investigations.
The following illustration shows an example of a default investigation:
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7 4
Hasiname » Time Tagged Time Type= Dresi riptior
SERVER1 Wed, 12 Mow 2014 Wad, 12 Now 2014 madoad Leaded o windovwels yelem3Zvsintrust.dil Signed
Z02d:13.305 AMT 2050014 357 GRTT AclTdS 1 53T bde B dia Ba T fGhd
SERVER1 e, 12 Moy 2014 I e Loaded ¢
202 3T 5l
SERVER1 WWed, 12 Mov 2014 I i Loaded ¢
20-24:04 030 GMT el
SERVER1T Wved, 12 Mow 2014 maacad Loaded cowindowsis yslem32iephileq dli Signed
02 d T ket e B56 Aol e fold BE1S1 )
SERVER1 ran, 10 Moy 2074 childproL PID 2024 ended
00300216 AMT usersladministratonappodstation sligosgleupdatel goegleundale ex
o TR 14 2 b b adabatAF2d dad 1 de aShf)
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On the Investigations page, the following information displays:
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Investigations menu bar:

* Dropdown list of investigations (Default Investigation is the default)
* Edit button (provides the option to rename the investigation)

* Actions menu with the following options:

- Remove Events (see “Removing Events from Investigations” on page 164)

- Add Custom Event (see “Adding Custom Events to Investigations” on page 164)
- Add Investigation (see “Creating Investigations” on page 162)

- Delete Investigation (see “Deleting Investigations” on page 165)

- Export timeline to PNG (exports data from the graph to a .png file and downloads
it to your computer)

- Export events to CSV (exports data from the rows at the bottom of the page to a
.csv file and downloads it to your computer)

Event Types: Select or deselect the checkboxes next to the event types to sort the events
that display in the timeline and table. (Only selected events display.)

* Filemods (the number of files that were modified by process executions, displays in
light green)

* Regmods (the number of Windows registry modifications that were made by
processes executions, displays in blue)

* Netconns (the number of network connections that process executions either
attempted or established, displays in purple)

* Modloads (the number of modules that were loaded by process executions, displays
in green)

* Processes (the number of child processes that were generated from process
executions, displays in orange)

* Custom (a custom event that you can create using the Add Custom Event option in
the Actions menu, displays in black)

* Cross Processes (a process that crosses the security boundary of another process,
displays in red)

Bar graph with a timeline of the events that are tagged for the investigation. The events
display in color-coded bars (according to the event types). Events appear stacked when
they occur at the same time. The color coding indicates which events happen at which
times. Hovering over the color indicators on the timeline produces pop-up text which
explains what that block of color represents.

Carbon Black, Release 5.0.0 1/26/2015 161



Carbon Black User Guide

Events table that shows the events contained in the investigations. A colored bar displays
on the left border of each row to indicates the type of event. The following table describes
the information that displays:

Table 29: Investigations Events Table Description

Column Description

Hostname The name of the host on which the event occurred.
Time The date and time that the event occurred.

Tagged Time The time that the event was tagged for this investigation.
Type The event type (filemod, regmod, netconn, modload,

process, custom, crossproc).

Description Description of the event, for example, paths to files and
registry elements that were modified, signature status,
and MD5 hash values.

Search Opens the event in the Search Processes page.

Analyze Opens the event in the Process Analysis page.

When you hover over the description in each row, a pencil icon displays that you can use
to edit the description. You can use this to add context to the technical description, or to
add insights to share with the rest of your investigative team. Edits made to a description
are visible within the investigation, but do not display in the process execution data when
viewed outside of the Investigation page.

Rows that represent child processes contain a magnifying glass icon. This option displays
a preview of what you would see if you opted to open the Process Analysis page for the
child process.

You can use the Investigation icon:

to open an investigation, which displays over any page that you currently have open. The
investigation consists of events that are tagged in processes from search results. Click
View at the top right of the page to open the Investigations page with the current
investigation open. Click the icon again to close the smaller investigation window.

Creating Investigations

There are two options for creating investigations.
To create an investigation from the Respond menu:

1. From the menu bar, click Respond > Investigations. The default investigation
displays.

2. Click Actions > Add Investigation. The Add Investigation dialog box displays.

3. Inthe Name field, type a name for the investigation and click Save. The name must be
alpha-numeric — special characters are not allowed.
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4. The new investigation displays in the Investigations window. It is empty.
To create an investigation using the Investigation icon:
1. Click the Investigation icon:

An investigation window opens.

2. Expand the Investigation menu. A list of all investigations displays. At the bottom of
the list, select Create New Investigation. The Add Investigation dialog box displays.

3. Inthe Name field, type a name for the investigation and click Save. The name must be
alpha-numeric — special characters are not allowed. After providing a name, your new
investigation becomes the currently open investigation. Any newly-tagged items are
added to the open investigation.

Adding Events to Investigations

While you are performing searches for process executions or binary files, you can use the
Investigation icon to have an investigation continually open. Events that you tag in your
search results are added to this investigation.

To add events to investigations:

1. Use the Investigation icon to open an investigation.
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Host Maims Process Nams D gy
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COMPUTERMANIE conhoan.exs Cpened handke with changs access rights e cowindowssvelemadiping.exe (ac 13adle 63 90alobdGe Fe2T 0t
COMPUTERMAME conhost. e Opened handla with change access rights to o windowsisysiem3\ping axe (ac 13adfa 53 %5a0Ek45: T2 T b
COMPUTERNARIE corhoal ees Ciened handle vath changs access nghts to o Wwndowstayslemddiping exe (a0 13adhe 500000 Fe2 T
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2. Select a process from the Search Processes page and open the Process Analysis page.

Click the tag icon in an event row that you would like to add to the investigation (the
tag changes from gray to blue). The events are automatically added to the
investigation that you have open.
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Removing Events from Investigations

When you remove an event from an investigation, it continues to exist in the system, but is
no longer included in the investigation. There are two ways to remove an event from an
investigation. You can use the full investigation page (accessed by Respond >
Investigation) or the smaller version of the page that is accessed by the Investigation icon.

To remove an event from an investigation from the Respond menu:

1. From the menu bar, click Respond > Investigations. The default investigation
displays. Select the investigation from which to remove an event.

2. Click Actions > Remove Events. The event is removed from the list at the bottom of
the page.

To remove an event using the Investigation icon:

1. Click the Investigation icon:

An investigation window opens.

2. Expand the Investigation menu. A list of all investigations displays. Select the
investigation that contains the event to remove.

3. At the far right of the event row to remove, click the delete icon. A confirmation
dialog box opens. Click OK. The event row is removed from the list.

Adding Custom Events to Investigations

You can create a custom event that you can use to add a new event type to the system, or to
add a note that displays on its own line in the rows at the bottom of the Investigations
page. You can specify time parameters for the event so that it displays where you want it to
in the timeline.

To create custom events:

1. From the menu bar, click Respond > Investigations.

2. Click Actions > Add Custom Event.

3. In the Description ficld, type a description for the event.
4. In Start Time, enter the date and time for the event.

5. Click Save.
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Deleting Investigations

When you delete an investigation, only the grouping, tagging, and edited descriptions are
deleted. It has no other effect on the process executions that were a part of the
investigation, or how those processes display in other pages.

To delete investigations:
1. From the menu bar, click Respond > Investigations.

2. In the dropdown menu of investigations, select the investigation to delete. The
investigation opens.

3. Click Actions > Delete Investigation. A confirmation dialog box opens. Click OK.
The investigation is removed.
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Chapter 12
Watchlists

This chapter describes creating and using watchlists. Watchlists are saved searches that are
visible to all users.

Sections
Overview 168
Viewing and Searching Watchlists 168
Creating Watchlists 170
Editing Watchlists 173
Deleting Watchlists 173
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Overview

Watchlists are saved searches, visible to all users. They can be either Process Searches or
Binary Searches. You can create and use watchlists in the Process Search, Binary Search,
and Threat Intelligence Feeds pages. For many watchlists that are based on threat
intelligence feeds, you can factor scoring into a saved search.

For information about how watchlists are used, see the following chapters:
* Chapter 6, ‘Incident Response on Endpoints’

* Chapter 7, ‘Process Search and Analysis’

* Chapter 8, ‘Binary Search and Analysis’

e Chapter 10, ‘Threat Intelligence Feeds’

e Chapter 13, ‘Console and Email Alerts’

Viewing and Searching Watchlists

The Watchlist page enables you to quickly see items that as a first responder, you might
find interesting. For example, using one of the default watchlists (Newly Executed
Applications), if there were known recent issues with any new applications, you can see a
list of process and binary execution results from those applications and scan them to find
potential problems.

In the Detect > Watchlists menu, all watchlists can be seen by all users. The following
illustration is a watchlist for newly executed applications (one of the default watchlists).
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Names of all the existing watchlists display in a list on the left of the screen. If you click
the name of a watchlist, the results for the search specified in the watchlist display on the
right side of the page. Above the list of watchlists on the left, you can use the Search box
to search for watchlists by name.

With the results displayed, you can use the Search button in the upper right corner of the
screen to either the full Process Search or Binary Search (using the query that created the
watchlist).

Above the results table, summary information displays on the left, and a bar graph
displays on the right.

The bar graph displays the number of processes on the Y axis, and the date on the X-Axis.
You can hover over the bar graph to see these details:

Hit Count Over Time

There are several default watchlists:
* Newly Executed Applications

* Newly Loaded Modules

e USB drive usage

* Non-System Filemods to system
¢ Netconns to .cn or .ru

¢ Autoruns

e Newly Installed Applications

* Filemods to Webroot

If the default watchlists do not meet your needs, you can create your own customized
watchlists following the steps in “Creating Watchlists” on page 170.
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Creating Watchlists

You can create watchlists from the Process Search or Binary Search pages. You can also
create watchlists from the Threat Intelligence Feeds page, where you can create a
watchlist that tags a process or binary found on one of your endpoints when the score from
a specified feed matches a specified score or falls within a score range. The score is the

rating used to calculate the severity assigned to Indicators of Compromise (IOCs) from a
feed.

To create watchlists from process or binary searches:

1. From the Respond menu, select either Process Search or Binary Search. The
appropriate search window opens.

2. Click the Action menu icon:

th terms ;-

r
k=4 Share

£ Add Watchlist
™ Export CSY

3. Select Add Watchlist. The Add Watchlist window opens.
Add Watchlist

Mame

Search Query

Churiver=1&son=server_added_timestamp'

Email Ma
Create Alart

Log to Syslog

4. In the Name field, type a name for the watchlist.

5. In the Search Query field, notice that the URL in the Search Query field is the query
that is currently open. You cannot edit this field.

6. Select the Email Me check box to receive email notifications when there are hits that
match your search.
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7. Select the Create Alert check box to send an alert when conditions matching the
watchlist occur. Triggered alerts are reported in the Alert Dashboard page and the
Triage Alerts page. For more information about alerts, see Chapter 13, “Console and
Email Alerts.”

8. Select the Log to Syslog check box to log all hits that match the search in this
watchlist to syslog, arepository for logs on the Carbon Black Enterprise server,
with the program name prefix cb-notifications-.

9. Click Save changes.
To create watchlists from the Threat Intelligence Feeds page:

1. From the menu, choose Detect > Threat Intelligence. The Threat Intelligence Feeds
page opens.

2. Select the feed for which you would like to create a watchlist, for example, the
Bit9+Carbon Black Software Reputation Service (SRS) Threat feed.

2

SOFTWARE REFUTATION THREAT
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3. Click the Actions button. Actions options display:
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4. Sclect Create Watchlist. The Add Watchlist window opens:

Add Watchlist

Feed Score Critena
Greater than or Equal
Less than or Equal
Between and
Equals

Type| Process

Emal Me
Create Aler

Log 1o Syslog

In the Name field, type a name for the watchlist
In Feed Score Criteria, enter the score criteria for the severity of IOCs to track.

In Type, select either Process or Binary.

@ N o o

Select the Email Me check box to receive email notifications when there are hits that
match your search.

9. Select the Create Alert check box to send an alert when conditions matching the
watchlist occur. Triggered alerts are reported in the Alert Dashboard page and the
Triage Alerts page. For more information about alerts, see Chapter 13, “Console and
Email Alerts.”

10. Select the Log to Syslog check box to log all hits that match the search in this
watchlist to syslog, arepository for logs on the Carbon Black Enterprise server,
with the program name prefix cb-notifications-.

11. Click Save changes.
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Editing Watchlists

You can edit some aspects of watchlists in the Watchlists page. However, you cannot edit
the URL that is used as a basis for the watchlist search query.

To edit watchlists:

1. Open the Watchlists page by choosing Detect > Watchlists from the menu.

2. From the list of watchlists on the left, select the one to edit. The watchlist details
display on the right.

3. You can edit the following attributes of the watchlist:

a.

To change the name of the watchlist, click the pencil icon next to the name at the
top of the page.

To enable the watchlist, select the checkbox next to Enable Watchlist. To disable
the watchlist, deselect the checkbox.

To receive email notifications when there are hits that match your search, select
the Email Me check box. Deselect the checkbox to stop receiving email
notifications.

To send an alert when conditions matching the watchlist occur, select the Create
Alert check box. Deselect the checkbox to stop sending alerts.

To log all hits that match the search in this watchlist to syslog, arepository for
logs on the Carbon Black Enterprise server, with the program name prefix cb-
notifications-, select the Log to Syslog check box. Deselect the checkbox to
stop logging hits.

Deleting Watchlists

The only way that you can delete watchlists is by using the Watchlists page.

To delete watchlists:

1. Open the Watchlists page by choosing Detect > Watchlists from the menu.

2. From the list of watchlists on the left, select the watchlist to delete.

3. At the top right corner of the page, click the Delete button. A confirmation dialog box
displays. Click OK. The watchlist is deleted.

Deleting a watchlist does not delete the query that it is based on, or any of the results that
the query generates.
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Chapter 13
Console and Email Alerts

This chapter describes the creation and management of Carbon Black alerts on the
console. Alerts can be triggered due to watchlist or threat intelligence feed events. The
chapter also provides details for enabling email reporting of these events.

Sections
Overview 176
Enabling Console Alerts 176
Viewing Alert Activity using the Dashboard 178
Managing Alerts on the Triage Alerts Page 181
Enabling Email Alerts 189
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Overview

You can create alerts that will indicate in the Carbon Black console when suspicious or
malicious activity appears on your endpoints. Alerts are available for two types of events:

e Watchlist hits — Any Watchlist may be configured to send an alert when conditions
matching the watchlist occur. See Chapter 12, “Watchlists,” for more information
about Watchlists.

* Threat Intelligence Feed hits — Any Threat Intelligence Feed may be configured to
send an alert when that feed reports an indicator of compromise that has been seen on
sensor-managed computers reporting to your Carbon Black server. See Chapter 10,
“Threat Intelligence Feeds,” for more information about Threat Intelligence Feeds.

Triggered alerts are reported in two locations in the Carbon Black console:

* Dashboard page — The (Alert) Dashboard is a summary page, showing the number
unresolved alerts, the number of hosts with unresolved alerts, and other alert-related
data, including the alerts for each host.

* Triage Alerts page — The Triage Alerts page includes more extensive details about
alerts that have been triggered, and provides a filter and search interface to locate
alerts matching different criteria. It also is the place in which you can manage the alert
workflow, marking that status of each alert from the initial triggering through
resolution.

In addition to alerts shown in the console, you can configure Watchlists and Threat
Intelligence Feeds to send email alerts when there is a “hit” on data from a Carbon Black
sensor that matches the watchlist or feed. These may be enabled in addition to or instead
of the console-based alerts. See “Enabling Email Alerts” on page 189 for more details.

Enabling Console Alerts

You can enable alerts for any Watchlist or Threat Intelligence Feed. Consider how many
hits you are likely to receive when you enable an alert. Some Watchlists or feeds might
generate too many hits to be useful, making location of signficant alerts more difficult.
Ideally, an alert should be getting your attention for something you need to follow up on.
By default no alerts are enabled.

Watchlist Alerts

Watchlists are user-created custom saved searches based on a process or binary search, or
on feed results. They can be used to monitor your computers for the appearance of
indicators of compromise. Adding a console alert to the Watchlist lets you select which
Watchlists are of highest importance for monitoring, and also to combine these high-
importance Watchlist hits with high-importance feed hits on a single Alerts pages.
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To enable console alerts for a Watchlist:

1. On the console menu, choose Detect > Watchlists and in the left menu click on the
name of the Watchlist for which you want to create an alert. If the name is not visible
or you are not sure of the name, use the Search box above the names.

2. With the Watchlist details showing, be sure the Enable Watchlist box is checked.

Mon-System Filemods to system32 # m 2 Lo

Last hit about 12 howrs ago Hit Count Over Time

@ Procass Saarch | Created sbout 3 months ago
| Enable Walchl=1

On Hit Email Me Lig ba Syslog

| Cramte Alar

3. Check the Create Alert box in the On Hit area. The Watchlist should begin generating
alerts when .

Threat Intelligence Feed Alerts

Threat Intelligence Feeds are information feeds to help identify malware and its sources.
Carbon Black integrates with both third-party feeds and feeds from Bit9 + Carbon Black,
including the Bit9 Software Reputation Service and the Bit9 Tamper Protection feed that
identifies hosts on which attempts to tamper with Carbon Black occur. Adding a console
alert to a feed lets you highlight hits matching reported malware from a particular source
that you might find most useful, and also combine these feed hits with high-importance
watchlist hits on a single Alerts pages.

Be sure to understand the volume of reports you are likely to receive from any feed before
enabling alerts for it. Among other things, read the description of a feed on the Threat
Intelligence Feeds page. Some include a specific recommendation not to enable alerts
because of the report volume or the percentage of false positives that can occur.

Note

You also have the option of creating a Watchlist for any feed, and then can
create an alert for hits on that Watchlist.
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To enable console alerts for a Threat Intelligence Feed:

1. On the console menu, choose Detect > Threat Intelligence.

2. For each feed for which you want to activate console alerts, click the Notifications
link and then check the Create Alert box. Console alerts are now enabled for each
feed you checked.
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Log to Syslog

To disable console alerts for a Threat Intelligence Feed:

* On the Threat Intelligence Feeds page, for each feed for which you want to disable
console alerts, click the Notifications link and then click to uncheck the Create Alert
box. Console alerts are now disabled for each feed whose box you unchecked.

Viewing Alert Activity using the Dashboard

The Dashboard page provides a summary of alerts on hosts monitiored by sensors
reporting to your Carbon Black server. It is a quick reference view that includes charts,
graphs, and tables for current alert status, trends, hosts and users with the most alerts, and
related information. Links in some of these panes open the Triage Alerts page filtered for
the item clicked on (for example, all alerts for a host that you clicked on).

Note

The Carbon Black console also has a Server Dashboard. That is not
described in this section.

To view the alerts Dashboard:

*  On the console menu, choose Detect > Dashboard.
The Dashboard page opens.
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Table 30 describes the information and links available on the alerts Dashboard.
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Table 30: Alerts Dashboard

Pane Description

Summary Banner

This shows a large-format summary of the number of hosts
reporting alerts to this server, the number of unresolved
alerts, and the average age of the unresolved alerts.

Clicking the Alerts button here opens the Triage Alerts
page.

Currently Monitoring

This shows the number of hosts with sensors currently
reporting to the server, the number of indicators of
compromise, and how many alert events are arriving on
this server per second.

Top Hosts

This table shows the 10 hosts with the highest average
alert ages (i.e., time during which the alert has been
unresolved). You also can choose to display the top 10
hosts reporting alerts with the highest severity.

Clicking on any host name opens the Triage Alerts page
filtered for alerts from that host.

Top Users

This table shows the 10 users running processes that
triggered alerts with the highest average alert ages (i.e.,
time during which the alert has been unresolved). You also
can choose to display the top 10 users running processes
that triggered alerts with the highest severity.

Clicking on any user name opens the Triage Alerts page
filtered for alerts from hosts on which that user is logged in.

30 Day Alert Trend

This graph shows the number of currently unresolved alerts
for alerts reported on each of the most recent 30 days.
Each day is represented by a circular node, and moving the
mouse over a node displays a tooltip that gives the date
and the number of unresolved alerts on that day

Unresolved Alerts

This table the top 10 unresolved alerts. By default it shows
the most recent alerts. You also can choose to show the top
10 alerts by severity. Clicking on a hostname in this table
opens the Triage Alerts page filtered for that host. Similarly,
clicking on the alert source opens the Triage Alerts page
filtered for that source.

Clicking the View All link opens the Triage Alerts page to
shown all unresolved alerts in order of age.

Dwell Time (beta)

Carbon Black, Release 5.0.0

This graph shows the daily average for how long malware
“dwells” on hosts reporting to this server over a 30-day
period. This is based on the duration between when an
undesirable binary first appears on one of the hosts and
when it is no longer reported on any hosts.

You must enable Sharing Hashes with VirusTotal for dwell
time to be calculated. Otherwise there will be no data for
this graph. Note that this is a beta feature and is subject to
change.

Clicking on More in this pane provides additional
discussion of Dwell Time.

1/26/2015
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Table 30: Alerts Dashboard (continued)

Pane Description

Resolution Time This graph shows the average amount of time (in hours)
between reporting and resolution of alerts on each day over
a 30-day period. Each day is represented by a circular
node, and moving the mouse over a node displays a tooltip
that gives the date and the average amount of time to
resolve alerts on that day.

Hygiene (beta) This graph shows the daily percentage of hosts reporting
suspect processes over a 30-day period. This is based on
two values recorded by Carbon Black: the total number of
active hosts in the network and number of hosts with one or
more 'bad' processes.

You must enable Sharing Hashes with VirusTotal for
hygiene to be calculated. Otherwise there will be no data
for this graph. Note that this is a beta feature and is subject
to change.

Clicking on More in this pane provides additional
discussion of Hygiene.

Cb Users by Fastest | This graph shows the top Carbon Black console users
Avg Resolved Time | ranked by how quickly they resolve alerts.

Cb Users by Total This graph shows the top Carbon Black console users
Number Resolved ranked by how many alerts they resolve.

Managing Alerts on the Triage Alerts Page

When an alert is received indicating suspicious or malicious activity on one or more of
your endpoints, incident responders need to determine the seriousness of the alert, and if
the alert indicates a sufficiently severe threat, find a way to resolve the threat. This might
involve using Carbon Black features such as Enpoint Isolation and Live Response, or it
might require use of other tools. Given the high volume of threat reports in the current
environment, it is critical to be able to prioritize, investigate, and keep track of the status
of alerts. Once an alert is resolved, it should be removed from the list of threats requiring
attention so that ongoing threats may be addressed.

The Triage Alerts page provides features for alert management. It includes search and
filtering capabilities for locating specific alerts or types of alerts. It also allows you change
the status of alerts.

To open the Triage Alerts page:
* In the console menu, choose Detect > Triage Alerts.
The Triage Alerts page is displayed.
Note

You also can navigate to the Triage Alerts page from the alerts Dashboard.
See “Viewing Alert Activity using the Dashboard” on page 178 for more
details.
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The Triage Alerts page is divided into three major sections:

* The top section includes the main Search box, Search Criteria dialog, and an Action
menu that applies to the whole page.

* The middle section contains a series of “facets” that are category-specific lists (Alert
Status, Username, etc.) showing the percentage of alerts matching different values in
each category and allowing you to filter the view to show alerts matching one or more

values.

* The bottom section is the Alerts table, showing details for alerts matching the search
or filtering entered in the first two sections.

The Triage Alerts page presents alert data in formats similar to the presentation of other
data in the Carbon Black console. See Chapter 2, “Using the Carbon Black Console,” for a
description of “facets” and tables in the Carbon Black user interface. See Chapter 7,
“Process Search and Analysis,” and Chapter 9, “Advanced Search Queries,” for more on
query rules and syntax.
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Table 31: Triage Alerts Page

Pane Description

Unresolved Count

The red Unresolved count shown in the top right area of the
page shows the number of unresolved alerts in the current
search and filter results.

Search Box and Criteria
Dialog

You can customize the search criteria by clicking + Add
Criteria button below the search box.

The Reset search terms button to the right of the search
box restores the default view.

See Chapter 7, “Process Search and Analysis,” and
Chapter 9, “Advanced Search Queries,” for more on search
query rules and syntax.

Main Action (wrench)
Menu

Carbon Black, Release 5.0.0

The Action (wrench) menu in the top right of the Triage
Alerts page contains commands that apply to the page as a
whole:

* Share — Opens your default email client with a message
prepopulated with the URL of the Carbon Black
Enterprise server and the query string for the currently
displayed page. Use this to share information about
alerts with other users.

* Export CSV — Exports the first 1000 rows in the alerts
table to a .csv file for reporting, retention, or compliance.
Each row contains the data displayed on the page for
that alert and the URL to the details of each result on the
table.

* Mark all as Resolved — Mark the status of all alerts in
the current search results as Resolved.

e Mark all as Unresolved — Mark the status of all alerts in
the current search results as Unresolved.

* Mark all as In-Progress — Mark the status of all alerts in
the current search results as In-Progress.

¢ Mark all as Resolved False Positive — Mark the status
of all alerts in the current search results as Resolved
False Positive.

When you choose any of the Mark All commands, a
message appears in the menu bar at the top of the page
indicating how many alerts were changed.

Note: Be sure you want to change the status of alerts
before confirming any of the “Mark all” commands. See
“Managing Alert Status” on page 187 for more information
on alert status.
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Table 31: Triage Alerts Page (continued)

Pane Description

Criteria-Specific Search
Results Summaries

In the panel below the search box, there is a series of
criteria-specific lists (“facets”) that show the percentage of
alerts matching different values within the criteria. Clicking
on a row in a list filters the view based on that row.

¢ Status — This shows the percentage of alerts in each of
the status categories for the alerts in this view.

* Username — This shows the percentage of process-
related alerts associated with specific usernames
running the process in this view.

* Hostname — This shows the perce ntage of alerts for
activity on specific hosts.

* Feed - This shows the percentage of alerts triggered
because of reports from each available feed. Any alerts
triggered by a watchlist are combined in Feed category
labeled My Watchlists.

* Report — This shows the percentage of alerts associated
with each Watchlist or report from a Feed.

* 10C - This shows the percentage of alerts associated
with each Indicator of Compromise (MD5, IP address, or
query).

* Assigned To — This shows the most recent user to
change their status.

See Chapter 2, “Using the Carbon Black Console,” for
more on “facets”.

Alerts Table

Reviewing Alerts

The Alerts table includes a description and data for each
alert matching the search criteria on the page (by default,
all unresolved alerts, if no other criteria were provided).
See “Reviewing Alerts” for complete information about the
description and data provided.

Each row in the Alerts table shows the description and data for an individual alert. The
description and data that appears can vary depending upon a variety of factors, including
the source and type of the alert, whether the binary for a process has been signed, and
whether a binary for which an alert has been reported is considered “Trusted” by the

Carbon Black Alliance.
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The Alerts table has several tools for adjusting the table display:

Alerts per page — You can choose the number of alerts to show per page by changing
the number in the Show box at the top left of the table.

Sort order — You can choose to sort the table differently by choosing Severity (the
default) or Most Recent on the Sort by menu at the top right of the table.

Page navigator — At the bottom right of the table, there is a page navigation bar for
moving between pages in table views that do not fit on a single page.

Activity That Triggered the Alert: Description and Chart

The row for each alert in the table is divided into columns. The Description column, which
includes a variety of information including an Activity chart, is on the left. Some of the
information in this column varies depending upon the type of alert represented.

Threat Source

Threat File lcon =

DESCRIFTION ACTIVITY

[ | JBECEABTFSB4r225220B05CB1FRADF15 |
D e Activity Chari:
Executed Binary

Host Where Alert 29

Triggered | Test-d3 I

Platform lcom —

Threat Filename

@ about 3 days ago
| 4, Signed ] Age, Certificate,

The Alert Description column shows some or all of the following information (varying by
the type of threat):

Threat Source — For an alert that is triggered by a report of a malicious or suspicious
binary, the MDS5 hash of that binary is shown. For an alert triggered by network
connections, this field is a filename. For a tamper protection alert, this field is a
hostname. Clicking on the MD5 or filename opens the Process Analysis page for that
binary. Clicking on the hostname opens the sensor details page for this host.

Threat File Icon — This is the icon representing the binary that caused the threat, if
available. If there is no special icon for this binary, a generic file icon is used. Not used
for tamper alerts.

Host Where Alert Triggered — This shows the host on which this alert was triggered.
Clicking on its name opens its sensor details page. If the threat source field shows a
hostname, it is not repeated here.

Platform Icon — This icons represents the operating platform (Windows, Mac, Linux)
for the host on which the alert issue appeared.

Threat Filename —

Age, Certificate, Trust — This block of fields shows different information depending
on what is available and the type of alert. For all alerts, the age of the alert is shown;
for example, it might indicate that the alert was triggered “about 3 days ago”. For
binary alerts, an indicator shows whether or not the binary was signed. If the binary is
trusted by feed sources, another indicator shows that.
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The Activity chart in an alert description varies depending upon whether the alert is based
on a binary or a network connection.

29

Activity Chart: Binary
with Executions

4

<

Activity Chart: Activity Chart:
Metwark Connection Tamper Protection

There are three formats for the activity chart:

* For alerts triggered by a reported binary that has executed on one or more hosts, a
doughnut chart is shown, with the blue section representing hosts that executed the
binary, the grey section representing hosts that have not, and the number of hosts that
executed the binary in the center of the doughut. Moving the mouse over either section
shows the number of hosts in each catetory.

* For alerts involving network access, pie chart showing the number of actions related
to this alert, by category. For each pie slice, tooltips show the exact categories and
number of actions in each category:

- File modifications — The yellow-green slice shows the file modifications due to
the threat reported in this alert.

- Modloads — The green slice shows the modules loaded due to the threat reported

in this alert.

- Network connections — The purple slice shows the network connections due to
the threat reported in this alert.

- Processes — The orange slice shows the processes run due to the threat reported in

this alert.

- Registry modifications — The blue slice shows the registry modifications due to
the threat reported in this alert.

* For tamper protection alerts, a bar graph design is shown.

Carbon Black, Release 5.0.0
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Alert Data

Most of the right half of an alert row displays the Alert Data column, which describes the
threat intelligence that triggered the alert. Information in this column varies depending
upon the source of alert represented, which can be a watchlist, feed, or a host tamper alert.

ALERT DATA
10C Value —EE1 eceat110b47225228b05c b 1f6adf 15 | - Alert Severity
Report Title —@_ 2013-3351 acrobat_reader (cvss_sco . I Contributing
Factors
Alert Source e

The Alert Data column shows the following information:

* IOC Value — IP Address if a network connection; MD5 if binary; alert name if this is
a tamper event without binary information.

* Report Title — IP address and reason it alerted if this is a network connection alert;
MD?5 for a binary if this is a file/process-related alert; Description of tamper
suspicious activity if this is a tamper protection alert. Clicking on this field links to
the source of the alert. Note that if the alert is external to Carbon Black, you may need
a login name and account to access the source information.

e Alert Source — The source of the alert, which is either a feed or watchlist name.

* Alert Severity — Numeric rating (1-100) for the threat, highest number indicating
highest threat, with color indicator (yellow through red).

e Contributing Factors — Indicator (1-5) of the factors contributing to the severity:
- Feed rating -- A floating point number from 1 to 5 based on the rating given to
this feed on the Threat Intelligence Feeds page by the current user. Defaults to 3.

- Report Score -- The score given by the feed provider, normalized to a scale of 0
to 100. Default is 100.

- Criticality -- An attribute of sensor groups that can specify that IOCs on hosts in
that group should have high, medium, or low criticality (converted to numeric
ratings of 1, 2 or 3, respectively). Default is 2.

- Confidence -- Not currently implemented.

Managing Alert Status

You can change the status of individual alerts or all alerts in the current view. Changing
alert status is strictly for alert management purposes, to let you know which alerts need
attention and which are being investigated or have been resolved. Change status to
indicate what you are doing or have done based on your review of an alert. Alert status has
no effect on the actual issue that caused the alert.

In the Alerts table, the far right column includes an icon representing the current alert
status and a menu for changing that status.

Table 32 describes the alert status options and shows their icons.
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Table 32: Alert Status

Status Icon Description
Unresolved o This is the initial status. If you changed the status of this alert
but cannot resolve the issue at this time, choose this status.

In-Progress {}: Choose this status if you have begun work on investigating
and remediating the issue that caused this alert.

Resolved v Choose this status if you have addressed the issue that caused
the alert. (If you are reading this on a black-and-white print,
note that this checkmark is green.)

Resolved Choose this status if you have determined that the report that
False Positive triggered this alert does not indicate an actual threat. (If you
are reading this on a black-and-white print, note that this
checkmark is yellow.)

To change the status of all alerts matching a search and/or filter:

1. On the Triage Alerts page, enter the search string and/or filter criteria for the alerts
whose status you want to change.

2. On the action (wrench) menu at the top right of the page, choose the “Mark all as ...”
menu command for the status you want to assign.

3. On the confirmation dialog, if you are certain you want to change the status of all of
these alerts, click OK.

Note

When using the “Mark all” commands, be certain you want to change all
of the alerts matching the current filter and search, including those on
other pages. Once you change status, there is no “undo” command. Be
especially careful of changing status when the view is unfiltered (i.e.,
showing all alerts).

To change the status of one alert:
1. In the Alerts table, locate the alert whose status you want to change.

2. Inthe Action column at the far right of the row for that alert, click on the button for
the Status menu (lightning bolt), and choose the status for this alert.

Mark as Resolved

Kark as Unresolved
Kark as In-Progress

Mark as Resolved False Positive

Keep in mind that alerts whose status you change will disappear from the current view if
you have filtered the page for a different status.
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Enabling Email Alerts

You can enable email reporting of the same type of events that trigger alerts —Watchlists
and Threat Intelligence Feeds — either with or without console alerts enabled. With email
enabled, you will be informed of events of interest even when you are not logged into the
Carbon Black console, and if an event is significant enough, you can then go to the
console to investigate and resolve it.

Email reporting of Watchlist and Threat Intelligence Feed hits is enabled on a per-console-
user basis.

Configuring an Email Server

Before you begin enabling email reporting for specific Watchlists or feeds, you should
decide what mail server you will be using. You have the option of using your own mail
server, using the Carbon Black External Mail Server, or opting out of any email alerts. If
you use the Carbon Black External Mail Server, your server ID, the time of the email, and
the name of the Watchlist or Feed are that triggered the hit are sent through the server and
kept by Carbon Black.

Important

For this release, Carbon Black strongly recommendeds that you use your
own server because mail sent through the Carbon Black External Mail
Server is sent over the internet in clear text.

To configure an email server for alerts:
1. On the console menu, choose Administration > Settings.

2. On the Settings page, click Email in the left menu. The Alerting via Email page
appears.

SHes

Corear Mockss = Use My Ovn Mail Sarvar

Alerting via Email

U Carb=pn Black Extemal Mail Server [Secure HTTPS POST w api alliance. carlbonblack.com)

m Server Seatings SMTP Server

Connection Type

I dix et ward 1o raceiee email akaris from Carbon Black

3. Click on the Use My Own Mail Server radio button.
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4. Provide the following information for the mail server you want to user:
a. SMTP Server — The address of the SMTP server you will use

Port — The port for email service

Username — The login account required to login to the server

Password — The password needed to login as the specified user

® o0 vT

Connection Type — The security protocol to use for this connection, or Plaintext
Connection if you do not want the mail to be secure.

5. When you have finished entering server configuration settings, click the Save
Changes button.

All email alerts for all console users will now be routed through this server.

Enabling Specific Email Alerts

Once you have an email server configured, any Watchlist or Feed in the Carbon Black
console can be configured to send email when it gets a hit on a Carbon Black sensor.
Email alerts may be turned on and off for individual Watchlists and Feeds as needed, for
example, if you find that one of them is creating too much email traffic. Keep in mind that
email alerts for any specific watchlist or feed are enabled on a per user basis.

Note

If you have upgraded from a previous release of Carbon Black, any email
alerts you had enabled for a Watchlist will remain enabled after upgrade.

To enable email alerts for a Watchlist:

1. On the console menu, choose Detect > Watchlists and in the left menu click on the
name of the Watchlist for which you want email alerts enabled. If the name is not
visible or you are not sure of the name, use the Search box above the names.

2. With the Watchlist details showing, if you want to begin receiving alerts immediately,
be sure the Enable Watchlist box is checked.

Non-System Filemods to system32 # m = Dolots
Last hit about 12 howrs ago Hit Count Cver Time

@, Process Seach | Created sbout 3 morshs ago

# Enable Walchl=t

Oin Hit Log b Syslog

| Create Aler

3. Check the Email me box in the On Hit area. Email alerts are now enabled for this
Watchlist for the current console user.
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To enable email alerts for a Threat Intelligence Feed:
1. On the console menu, choose Detect > Threat Intelligence.

2. For each feed for which you want to activate email alerts, check the Email Me On Hit
box. Email alerts are now enabled for each feed you checked.
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Overview

This appendix describes the steps for installing the Carbon Black Enterprise Server. Both
new installations and server upgrades are covered. The entire process can be completed in
about ten minutes, assuming reasonable download speed.

The separate Carbon Black - Enterprise Server Sizing Guide document provides
guidelines for hardware and software required for the Carbon Black Enterprise Server.
You must have an environment meeting these requirements before you begin the
procedures described in this document.

Carbon Black Enterprise Server installation consists of three primary steps:

1. Get and install a RPM from Carbon Black. This RPM does not install the enterprise
server. It does set up a yum repo and installs a SSL client certificate that allows the full
enterprise server to be downloaded and installed.

2. Download the enterprise server using the yum repo that was set up in step 1.

3. Install the enterprise server. This is a two-step process that involves both "yum install"
and running a simple configuration script.

You can automate server installation using a script named cbinit. This might be
desirable in situations requiring multiple installations, for example, in a test environment.
See the separate document Cbinit Automation on the Carbon Black customer portal at
https://bit9.com/customer-portal.

In addition to the automation document, the customer portal includes other documents
related to server installation and management that may be of interest to you.

When you have installed the server, you can then install sensors on the endpoints you
intend to monitor. Instructions for installing and upgrading sensors can be found in
Chapter 5, “Installing and Managing Sensors.”

Firewall and Connectivity Requirements

Internet connectivity via outbound TCP is required on the Enterprise Server system for the
scenarios described in Table 33.

Table 33: Connectivity Requirements for Server Installation and Operation

Scenario Description Address

Carbon Black The RPM installer sets up a yum.carbonblack.com:443
Yum Repository | yum repository.

Carbon Black The Alliance Server provides api.alliance.carbonblack.com:443
Alliance Server | threat intelligence and can also
enable further analysis of files
on endpoints via alliance

partners.
CentOS Yum The standard CentOS Yum mirror.centos.org:80
Repository repository server used during

Carbon Black Enterprise Server
installation to download
standard packages
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Installing a New Carbon Black Enterprise Server

This section describes the procedure for installing a new Carbon Black Enterprise Server..

Important

The steps in this section are for a new installation only. If you already have the
Enterprise Server installed, do not perform these steps. Instead, see the
"Server Upgrade" section later in this document. Use of the new installation
procedure on an existing server will likely result in the loss of all data,
including configuration and event data collected from sensors

To install and initialize a new server:

1.

Verify the server you intend to install Carbon Black Enterprise Server on meets the
hardware and software requirements specified in the Carbon Black - Enterprise
Server Sizing Guide document you received from your Carbon Black representative.

Verify that the server has Internet connectivity as specified in “Firewall and
Connectivity Requirements” on page 194.

Procure an installation RPM from Carbon Black. This requires interaction, by e-mail,
with Carbon Black.

Install the RPM:

a. Verify you are running with root access

b. Install the RPM using the following command:
rpm -Uvh carbon-black-release-1.0.0-1.e16.x86_64.rpm

[root@MyCbServer yum.repos.d]# rpm -Uvh carbon-black-release-
1.0.0-1.el6.x86_64.rpm

[root@MyCbServer yum.repos.d]# pwd

/etc/yum.repos.d

[root@MyCbServer yum.repos.d]# cat CarbonBlack.repo

[cb]

name=cb
baseurl=https://yum.carbonblack.com/enterprise/stable/x86 64/
repodata

gpgcheck=0

enabled=1

[root@MyCbServer yum.repos.d]#

c. (Optional) Verify that the Carbon Black [cb] yum repository was set up in
/etc/yum.repos.d/CarbonBlack.repo

d. (Optional) Verify that the Carbon Black SSL client certificate was installed in /
etc/cb/certs/carbonblack-alliance-client.key
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5. [Install the Carbon Black Enterprise Server:

a. Verify that your computer’s date and time settings are accurate. Incorrect date/
time settings can result to failures in SSL negotiation, which is required for yum
downloads.

b. Run the following command using sudo:
sudo yum install cb-enterprise

[bsmith@localhost yum.repos.d]$ sudo yum install cb-enterprise

c. Install the CentOS GPG key if you are prompted to do so.

d. If your environment requires that outbound firewall exceptions be made, ensure
that the exceptions documented in “Firewall and Connectivity Requirements” on
page 194 are followed. You will also have to update /etc/yum.repos.d/CentOS-
Base.repo to enable the baseurl of http://mirror.centos.org.

Note: Yum supports the use of web proxies. However, Carbon Black is not aware of a
way to use yum with NTLM-authenticated web proxies.

6. When the installation completes, initialize and configure the Carbon Black Enterprise
Server -- see “Initialization and Configuration Dialog (cbinit)”” on page 198 for a
sample dialog so that you are prepared to respond to the prompts in this script:

a. Run the following command and respond to the prompts:
sudo /usr/share/cb/cbinit

[bsmith@localhost yum.repos.d]$ sudo /usr/share/cb/cbinit
[sudo] password for bsmith:

b. When viewing the license agreement, use q to exit the editor.

c. Backup the SSL certificate generated to protect sensor-to-server communications,
as prompted by cbinit.
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7. Configure your firewall if you have not already done so:

a. Open port 443 if you did not allow the cbinit script to automatically do that for
you.

[bsmith@localhost yum.repos.d]$ sudo vim /etc/sysconfig/iptables
# Firewall configuration written by system-config-firewall
# Manual customization of this file is not recommended.
*filter
:INPUT ACCEPT [0:0]
:FORWARD ACCEPT [0:0]
:OUTPUT ACCEPT [0:0]
-A INPUT -m state --state ESTABLISHED,RELATED -3j ACCEPT
-A INPUT -p icmp -j ACCEPT
-A INPUT -i lo -j ACCEPT
-A INPUT -m state --state NEW -m tcp -p tcp --dport 22 -j ACCEPT
-A INPUT -j REJECT --reject-with icmp-host-prohibited
-A FORWARD -j REJECT --reject-with icmp-host-prohibited
# New additions to the IPTABLES for carbon black
-A INPUT -m state --state NEW -m tcp -p tcp —--dport 443 -j ACCEPT
COMMIT

b. (Optional) Open port 80 to allow use of web Ul and sensor communications via
unsecured channel. This is not required and only recommended for exploration or
troubleshooting.

8. Log in to the Carbon Black Enterprise Server web user interface.
a. https://<your server address>/

b. Use the username and password set up in the cbinit script.

Note

Google Chrome is the only supported browser for this release. Although not
supported, internal testing indicates that Firefox, Opera and IE10 or higher
should work. Note, however, that [E browsers must not be in compatibility
mode, and servers in the same subnet as the broswer are automatically
connected in this mode.

When the Carbon Black Enterprise Server is installed, configured, and initialized, it
should be accessible via the web UI, on port 443 with a self-signed certificate. If you have
opened port 80, the web Ul is also accessible via HTTP on port 80.

The next step, especially in a test environment, is to download a sensor installer and install
one or more sensors to begin collecting data. Sensor installation is described in Chapter 5,
“Installing and Managing Sensors.”
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Initialization and Configuration Dialog (cbinit)

The following text shows the dialog presented when you run cbinit to initialize and
configure the Carbon Black Enterprise Server. The responses are samples -- your
responses should reflect your enviroment, although it is strongly recommended that you
back up the SSL certificate when prompted.

CARBON BLACK ENTERPRISE SERVER - INITIALIZATION

Thank you for installing Carbon Black Enterprise Server. This tool will
guide you through a few setup steps which are necessary in order to finalize
the installation of the server.

Please, review and accept the End User License Agreement before proceeding
with the server setup

Hit 'return' to open the agreement and 'g' when you're done reading it:
<AGREEMENT>

Do you accept the license agreement [yes/no]: yes

Please choose a data storage location with as much space as possible. If
needed, refer to the Carbon Black Data Storage Guidelines document.

Enter path for data storage location [/var/cb/datal]: (Pressed enter)

You picked: /var/cb/data

Here you configure your GLOBAL ADMINISTRATOR account.
This account is the most powerful account on the server.

Be sure to put a valid e-mail address if you want to take full advantage
of Carbon Black's notification system.

Verify Account Information...
Username: bsmith
First Name: Bill
Last Name: Smith
E-Mail: bsmitht@my.org
Password:
Confirm password:
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Verify Account Information:
Username: bsmith
First Name: Bill
Last Name: Smith
E-Mail: bsmith@my.org
Is this correct [Y/n]: y

You need to configure the address that the sensors will talk to. This needs to
be an ip-address or domain name that is reachable by the sensor machines.

This can be different per sensor-group and can be changed later, but it is
easiest if you put in the valid address now.

Default sensor group server URL: https://192.123.45.123:443

Would you like to keep the default [Y/n]:

We are constantly looking for ways to make the Carbon Black user experience
better. Please help us achieve this goal by allowing automatic reporting of
usage, resource, and sensor statistics to our technology and support teams.
You can later change your mind, too, by going here:

>>> Administration -> Sharing Settings

Do you want your Cb Server to submit statistics and feedback information
back to Bit9? [Y/n]:

Be notified of any binary flagged by VirusTotal. Information such as the
filename, MD5 hash and parent process will be shared with the Bit9 Alliance
partners, including VirusTotal.

All information is anonymized to the extent reasonably practicable before being
shared with Bit9 Alliance partners. The applicable terms and conditions are set
forth in and subject to your Bit9 License Agreement. For further information

on what information is collected and shared by the Bit9 Alliance Server, please
visit http://carbonblack.com/collaboration.

You can change this setting at any time in the Carbon Black web console:

>>> Administration -> Sensors -> Edit Settings (for a particular group)
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If you enable this, you will then be prompted to either enable or disable the
uploading of unknown binaries.

Do you want the default sensor group to have Bit9 Alliance connectivity
enabled? [Y/n]:

Detect new variants of known malware by sharing the full binary content of
unknown executable files. Binaries will be uploaded and shared with the

Bit9 Alliance partners, including VirusTotal. Any binary submitted to the

Bit9 Alliance is deleted on the local Carbon Black server, saving disk space.
All information is anonymized to the extent reasonably practicable before being
shared with Bit9 Alliance partners. The applicable terms and conditions are set
forth in and subject to your Bit9 License Agreement. For further information

on what information is collected and shared by the Bit9 Alliance server,

please visit http://carbonblack.com/collaboration.

You can change this setting at any time in the Carbon Black web console:

>>> Administration -> Sensors -> Edit Settings (for a particular group)

Do you want the default sensor group to submit unknown binaries to the
Bit9 Alliance? [y/N]: vy

Please confirm that you want to scan unknown binaries with VirusTotal
[y/N]: vy

SECURITY - SSL CERTIFICATE GENERATION

Generating self-signed HTTPS Server certificate...

Generating self-signed HTTPS Sensor CA certificate...

Carbon Black Enterprise Server uses a SSL certificate to establish secure
communications between sensors and the server.

Should the certificate and/or its private key be lost, sensors will no longer
be able to communicate with the Enterprise Server.

We recommend backing up the SSL certificate files at this time by running:
/usr/share/cb/cbssl backup --out <backup file name>

IMPORTANT: Backup file must be securely stored. Anyone with access to the
information contained in that file will be able to compromise the security

of sensor-server communications and potentially compromise the security of
the computers on which the sensors run.

Continue [return]:
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SECURITY - IPTABLES CONFIGURATION

Carbon Black Enterprise Server listens on a number of TCP/IP ports. If
iptables firewall is running on the host machine, iptables must be configured
to allow incoming connections on these ports.

To get a list iptables rules that need to be added to current host
configuration, you can run '/usr/share/cb/cbcheck iptables -1' at any time and
apply the rules manually. Alternatively, Carbon Black Server setup and
configuration tools can take over management of iptables configuration and
apply updates whenever they are needed.

Would you like Carbon Black Server to manage iptables [Y/n]:
Applying iptables rules:
-I INPUT 5 -p tcp -m state --state NEW -m tcp --dport 443 -j ACCEPT

iptables: Saving firewall rules to /etc/sysconfig/iptables:[ OK ]

Initializing Carbon Black Server PostgreSQL Instance...

The files belonging to this database system will be owned by user "cb".
This user must also own the server process.

The database cluster will be initialized with locale "en US.UTF-8".
The default text search configuration will be set to "english".

Data page checksums are disabled.

creating directory /var/cb/data/pgsgl ... ok
creating subdirectories ... ok

selecting default max connections ... 100
selecting default shared buffers ... 128MB
creating configuration files ... ok

creating templatel database in /var/cb/data/pgsqgl/base/1l ... ok
initializing pg authid ... ok

setting password ... ok

initializing dependencies ... ok

creating system views ... ok

loading system objects' descriptions ... ok
creating collations ... ok

creating conversions ... ok

creating dictionaries ... ok

setting privileges on built-in objects ... ok
creating information schema ... ok

loading PL/pgSQL server-side language ... ok
vacuuming database templatel ... ok

copying templatel to templateO ... ok
copying templatel to postgres ... ok

syncing data to disk ... ok
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Success. You can now start the database server using:

/usr/pgsql-9.3/bin/postgres -D /var/cb/data/pgsql
or
/usr/pgsql-9.3/bin/pg ctl -D /var/cb/data/pgsqgl -1 logfile start
waiting for server to start.... done
server started
Creating core model DB schema...
Creating alliance model DB schema...

waiting for server to shut down.... done
server stopped

Server setup has COMPLETED successfully.

Do you want to start the services [Y/n]:
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Upgrading a Carbon Black Enterprise Server

If you are upgrading the server, the procedure varies depending upon whether you are
upgrading a standalone server or a clustered server, and whether the database schema or
alliance feed data must be migrated after the new server version is installed.

To upgrade a standalone server:

1. On the server, stop the Carbon Black services:
service cb-enterprise stop

2. Update the Carbon Black services:
yum update cb-enterprise

3. Restart the Carbon Black services:
service cb-enterprise start

To upgrade a clustered server:

1. 1. On the Master server, navigate to the cb install directory (defaults to /usr/share/cb)
and stop the Carbon Black services:
cbcluster stop

2. Update the Carbon Black services on all nodes:
yum update cb-enterprise

3. Restart the Carbon Black services:
cbcluster start

Improvements of Carbon Black will occasionally require a utility called cbupgrade to be
used after yum update cb-enterprise to migrate the database schema or alliance
feed data. The operator will be notified of this requirement when attempting to start the
cb-enterprise services. In a clustered Server configuration, this utility will need to be run
on all nodes before restarting the cluster. When running this utility in a clustered
environment, be sure to answer 'NO' when asked to start the CB services, the administrator
will need to use cbcluster to start the clustered server.

Server Upgrades and New Sensor Versions

A new server version might include a new sensor version. Please check the Release Notes
or contact support@bit9.com if there are any questions about this.

If a new sensor version is included, you will need to decide whether you want the new
sensor to be deployed immediately to existing sensor installations, or if you want to install
only server updates. See Chapter 5, “Installing and Managing Sensors,” for platform-
specific sensor upgrade instructions.
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Server Troubleshooting

Server logs are found at /var/log/cb. Logs are organized into subdirectories by
component, as described in Table 34.

Table 34: Carbon Black Server Logs

Component Description

allianceclient The Alliance Client communicates with the Carbon Black
Alliance server, and allows for notifications of VirusTotal alerts
among other capabilities.

cbfs-http The core event data processing component. This component
manages incoming event data from the sensors, indexes, and
stores the data.

coreservices Provides access to functionality via web APls to both the web
Ul and to sensors. Nearly all Ul issues should result in log
entries for coreservices.

job-runner The Carbon Black server uses cron jobs to provide various
scheduled maintenance, data trimming, and similar tasks.

pgsql The Carbon Black server uses Postgres SQL to store
administrative data. Event data gathered from the sensors is
not stored in Posgres.

Table 35 shows troubleshooting scripts found in /usr/share/cb.

Table 35: Carbon Black Diagnostic Scripts

Script Description

cbdiag Dumps verbose troubleshooting information, including logs and
configuration, to a gzip archive. This file can be analyzed offline
or provided to Carbon Black with support requests.

sensor_report Generates a log of all registered sensors, with an emphasis of
calling out error conditions.

cbpasswd Resets a user’s password. Can only be run as root.
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Appendix B
Integrating Carbon Black with a Bit9 Server

This chapter describes the procedure for integrating a Carbon Black Enterprise Server
with a Bit9 Platform Server. It also describes the features available when this integration is
active, and general features that contribute to the coexistence of the Carbon Black Sensor
and the Bit9 Agent on the same computer.

Sections

Overview 206
Activating Carbon Black-Bit9 Server Integration 207
Creating a Carbon Black User for Integration 207
Configuring and Activating the Integration 209
Viewing Integration Settings in Carbon Black 212
Server Integration Features in the Bit9 Console 213
Correlation of Exported Data 218
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Overview

Carbon Black provides powerful features for endpoint threat detection and response. The
Bit9 Platform provides its own powerful features for endpoint threat protection.. Both
solutions have been engineered to allow you to take advantage of the their complementary
features by installing both the Carbon Black Sensor and the Bit9 Agent on your endpoints
and adding Carbon Black features inside the Bit9 Platform to improve your security
posture..

Note

In addition to integrating with each other, both Carbon Black and the Bit9
Platform can take advantage of the Bit9 Threat Intelligence Cloud, which
provides reputation information, threat indicators, and attack classification
intelligence. See Chapter 10, “Threat Intelligence Feeds,” for more information
on the Threat Intelligence Cloud.

Built-in Compatibility Features

The Bit9 Agent recognizes the Carbon Black Sensor and reports its presence to the Bit9
Server. The server has many optimizations to allow efficient operation of both the Bit9
Agent and the Carbon Black Sensor on the same endpoint. These include:

* Performance Optimizations — Internal performance optimizations nearly eliminate
any performance impact on either product from having the other product’s agent or
sensor installed.

* Trust for Sensor Updates — An Updater rule allow seamless installation and
upgrades of Carbon Black sensors that would otherwise have been blocked by a Bit9
Agent in Medium and High enforcement modes. See “Approving by Updater” in the
Bit9 Console help for more information about updater rules.

* Publisher Trust for Carbon Black — A Publisher rule in Bit9 trusts by default files
that are identified as being from the publisher “Carbon Black, Inc.”. See “Approving
or Banning by Publisher” in the Bit9 Console help for more information about
publisher rules.

* Server Integration Interface — The Licensing tab on the Bit9 System Configuration
page includes a Carbon Black tab that can be used to activate integration with a
specific Carbon Black server. Step-by-step instructions are detailed in “Activating
Carbon Black-Bit9 Server Integration” on page 207. The features associated with this
integration are listed in the following section.

Features when Servers are Integrated

Additional Bit9-Carbon Black integration features become available when you explicitly
configure the two servers to work with each other. The majority of these features involve
making information from and about Carbon Black available in the Bit9 Console:

* Carbon Black Sensor Details in Bit9 Console — Pages displaying details about a
computer running the Bit9 Agent will show whether the Carbon Black Sensor is
installed, and if so, the version and status of the sensor.

* Carbon Black File Statistics in Bit9 Console —Pages displaying details about a file
found on a computer running the Bit9 Agent will show Carbon Black statistics about
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the file, such as how many watchlists it is on, the number of computers and processes
in which the file has been seen, and the number of network connections.

* Links to the Carbon Black server in Bit9 Console — Menu and inline links from the
Bit9 Console events table, computer details and files details pages connect to the
Carbon Black data for the object being viewed.

* Bit9 Agent Status in Carbon Black Console — In the Carbon Black console, the Host
Information page for each Windows computer running a sensor reports whether a Bit9
Agent is installed.

* Process Data Correlation — A globally unique process identifier called a Process Key
makes it possible to know when events on a Carbon Black server and a Bit9 Server are
referencing the same process. It uniquely identifies an individual instance of this
process running. This identifier is available in Syslog output as well as data exported
for third-party analysis tools such as Splunk.

See “Server Integration Features in the Bit9 Console” on page 213 for more details on
integration features.

Activating Carbon Black-Bit9 Server Integration

The configuration settings for a Carbon Black-Bit9 Server integration appear in both the
Carbon Black console and the Bit9 Console. The configuration must done on the System
Configuration page/Licensing tab on the Bit9 Server. Configuration may be viewed on the
Carbon Black server once the integration has been set up.

Creating a Carbon Black User for Integration

If you do not already have a user that you plan to use for Bit9 Platform integration, follow
the procedure below. Note that this user must have Global administrator privileges.

To create a Bit9 Integration user and API Token:

1. In the Carbon Black console main menu, choose Administration > Users.

2. On the Users page, click the Add User button. The Add user page appears
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Add user o
Usemame Assign to Select All/ Deselect All
bitdintegration # Administrators -
First Mame Mo Ascess

Bitg Suppaort
Last Mame

Integration
Email Address

Confirm Password

bsmith@mycarp.com
assword -

srERraRLe Glabal administrator &

SEEdEEEaEEES

3. On the Add user dialog, define the user you will use for the integration:

a.

In the Username field, enter bit9integration or some similar name that clearly
indicates the purpose of the account.

Use the First Name and Last Name fields to provide a useful display name; this
will appear in the Carbon Black console for this user. For example, you could use
Bit9 as the first name and Integration as the Last name.

Provide an email account for the user. An email account is required for Carbon
Black console users. For this account, however, the account can be fictitious since
it is not going to be used as it would be for a normal user.

Enter and confirm a password for the user. Have this password available for
logging in as the new user.

In the Assign to panel, check the Administrators box to assign this user to the
Administrators team.

Check the Global administrator box below the 4ssign to panel.

When you have entered all the required information, click the Save changes
button.

4. Log out of the Carbon Black console.
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Configuring and Activating the Integration

Review the information in Table 36 to prepare for setting up the integration on the Bit9
Server. This is the information you will need to provide.

The following procedure describes using two browsers. You also could copy information
out of the Carbon Black configuration into a text editor in preparation for pasting it into
the Bit9 Console.

To activate Carbon Black-Bit9 Platform Server integration:
1. On the Carbon Black console, log in with the integration user account.

2. When you are logged in, in the Carbon Black Console menu, choose username >
Profile info.

3. On the My Account page, choose API Token on the left menu.
CARBON

BLACK Q, Detect ~ | % Respond ~ = 4 Motifications (4) ~ | & Administration ~ | Ed Norton ~

APl Token

Your APl Token

Frofile Info

9a8T6bcoded 3fa2 198T6a54b32cdefa12b3cdeds
==

4. On the API Token page, copy the string in the Your API Token box.

Open another browser and log into the Bit Console using an account with
Administrator privileges.

6. In the Bit9 Console menu, choose Administration > System Configuration.

On the System Configuration page, click the Licensing tab. The Carbon Black server
panel is at the bottom of page when the Licensing tab is displayed.
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General | Ewvents | Security | Advanced Opticns | M. Licensing | §xtemal Analytics | Connedors

Bit® Suite license

% Paste license key

4 Aud License

Limit: EBD  In use: 695

Thera are 3 computers curmently in Visibility Only polices.
There are 892 computers (103 servers) currently in Cantral polides.

Specify license fils

Bil9 Soltware Reputation Su\lm.ﬂﬂﬂﬂh:

Your subsoription to BitS Scftware Reputation Service is cumently activated.
Bit? Software Reputation  125vZ-ABDN4-COOES-ST7IB-AXAD

| CEEdk | | il Update

Service Key:
Synchronization OF Files:  100% (4557 890 7 4,567 501)
Estimated time to complete; kess than one minute
(Dscivte ] (Opteee
BItY Software Reputation Service Prowy Settings
Enabbad:
URL: (nans) S
Examplar hitpi! ! hostrame_or g iport]
URL:
Eammple: hitge/ /hattrame_or_ e[ =psrt]
Validate 551 Certificate:
APT Token: =] Test

Receive Walchlist Events: Forge Strong 5512

& Cancel

8. Enter the Carbon Black configuration settings as shown in Table 36.

Table 36: Settings on the Bit9 Server for Carbon Black Integration

Field/Button Description

URL

The URL of the Carbon Black server you want to link to
the Bit9 Server. Port is only necessary if you do not use
standard ports on the Carbon Black server (80 for HTTP
and 443 for HTTPS).

You can copy the base URL (without any page-specific
additions) from the Carbon Black browser and paste it
into the relevant section of the Bit9 configuration page —
for example, https://cbserver.mycompany.local.

Validate SSL
Certificate

Carbon Black, Release 5.0.0

Checking this box causes a validity check on the Carbon
Black server certificate. This should be checked only if
the Carbon Black server certificate is issued by a trusted
certificate authority. Without manual configuration,
Carbon Black uses a self-signed certificate and so this
generally should not be checked.
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Table 36: Settings on the Bit9 Server for Carbon Black Integration (continued)

Field/Button Description

API Token

You enter the Carbon Black server API Token here by

copying it from the Carbon Black console. Click the Test

button to confirm that the server is accessible and the

key works. The test returns one of the following values:

* Success, version: <Carbon Black product version>
¢ Invalid API Token
¢ Server not accessible.

Receive
Watchlist
Events

Checking this box activates delivery of Carbon Black
watch list events from the configured server to the Bit9
Server.

Force Strong
SSL

Checking this box causes the Carbon Black server to

check the Bit9 Server certificate before sending events.

This should not be checked if your server uses a self-
signed Bit9 certificate on IIS.

9. Click the Test button to determine whether the servers are able to communicate.
Possible causes of failure their troubleshooting steps are:

Invalid API Token -- Make sure that the API token for the Bit9 user is has been
copied correctly from the Carbon Black console and pasted into the configuration
page on the Bit9 console. Also make sure that this user is an administrator and has
global administrator privileges.

Server not accessible -- Confirm that the correct URL and port number (if
needed) has been entered in the configuration page on the Bit9 console, and that
the Validate SSL certificate box was not checked when you are using a self-signed
certificate. Also make sure that access to the Carbon Black server is not blocked
by the network firewall.

Force Strong SSL -- Checking this box causes the Carbon Black server to check
the Bit9 Server certificate before sending watchlist events. This should be
checked only if the Bit9 console certificate is issued by a trusted authority (e.g.
not self-signed).

If you are unable to create a successful connection, contact Bit9 Technical Support.

10. When you have entered and successfully tested the Carbon Black server settings in the
Bit9 Console, click Update on the System Configuration/Licensing page. The
configuration should be complete and your servers should be integrated.
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Viewing Integration Settings in Carbon Black

In the Carbon Black Console, you can view the current Bit9 Platform integration settings
on the Bit9 Platform Server page.

To view Bit9 Platform integration settings in the Carbon Black console:
1. In the Carbon Black console menu, choose Administration > Settings.

2. In the left menu, choose Bit9 Platform Server Settings.
The Bit9 Platform Server settings page appears, showing the current integration
settings (if any).

{5;'— Bitd Platform Server

E-tail Server URL

[
%
i
o
[=]
=]
o
=

Server Modes
Bit3 Platform Server Settings
4| Varify 351 Cerificate

o Export Watchlist Hits

Note

You may change the Watchlist and SSL settings in the Carbon Black Console, but
although the fields appear editable, you may not change the URL or API Token
parameters here. If these need to be modified, use the Bit9 Console.

To view Bit9 Platform integration status in the Carbon Black console:

1. In the Carbon Black console menu, choose Administration > Server Dashboard.
The status of the Bit9 Platform Server connection is shown in the Server
Communication Status panel, in the upper right of the page.

2. There are three possible statuses. You may need to take additional steps depending
upon the status:

a. Bit9 Platform Server is connected — This status indicates that the integration has
been configured and the connection is currently functioning properly.

b. Bit9 Platform Server not configured — If the Bit9 Server connection has not
been configured, a Settings button appears in the status line for the connection.
Do not use this button. Keep in mind that you cannot configure the API Token or
URL on this page — they must be entered in the Bit9 Console itself.

c. Unable to connect to Bit9 Platform Server — This status may indicate network
or firewall problems, bad URL or port configuration. It can also occur if Force
Strong SSL was chosen on the Bit9 console System Configuration page for
Carbon Black when a self-signed certificate is being used on the Bit9 console.
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Regenerating the Authorization ID for Server Communication

The Bit9 Server creates a hidden token that the Carbon Black server uses to send back
Watchlist hits. This token is not visible in the console of either product, but can be
retrieved from the database. It can also be entered manually on Carbon Black side for
diagnostic purposes. If you believe this token was compromised, or if your configuration
stops working -- for example, because the Carbon Black server lost the token due to a
reinstall or a manual token change -- you can regenerate a new key.

To regenerate the authorization key for server communications:

1. In the Bit9 Console, choose Administration > System Configuration and click the
Licensing tab.

2. In the Carbon Black Server panel, uncheck the Receive Watchlist Events box and
click the Update button.

3. Check the Receive Watchlist Events box and click the Update button. A new key is
generated.

4. Verify on both servers that there is a successful connection between the Bit9 Server
and the Carbon Black server.

Server Integration Features in the Bit9 Console

Sensor Information

If you integrate the Bit9 Server with the Carbon Black Enterprise Server, Bit9 Console
pages that show computer information include Carbon Black Sensor details when
available.

To view a table of Bit9-managed computers also running a Carbon Black Sensor:
1. In the console menu, choose Assets > Computers. The Computers page appears.

2. On the Saved Views menu, choose Carbon Black Deployments to see computers
grouped by whether they have had a Carbon Black Sensor installed on them. This
table also shows the Carbon Black Sensor version and its current status.

You also can click the View Details button for any computer in this view to see more
Carbon Black Sensor details on the Computer Details page for any computer. The Carbon
Black panel on this page reports the presence, version and status, and other details of any
Carbon Black Sensor found on a computer running the Bit9 Agent. If a Carbon Black
server is not configured or the computer is not running a Carbon Black sensor, this tab
shows only a status of Not installed. By default, the Bit9 Server checks Carbon Black
status every 30 minutes.

The Carbon Black panel of the Computer Details page also provides a More information
link to the Sensors page of the Carbon Black Console. You also can use the Carbon Black
Details link in the Related Views menu to go to the Carbon Black Console.
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Bitd Platform Console: Computer Details Page with Carbon Black Tab

Computer Details
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Disconnected Enforcement:

MYCORFEarmar-4

fe 20600 Booc:3120: 2812
Conneced

Pazsed

Windows

Medum
Cantraol
Medium (Prompt Unagproved)
Medium (Prompt Unagproved)

Sensor Version:
Last Status:
Uplimae:
Computer Status:
Registration Time:
Last Checkin:
Mext Chieckin:

L

Bitg ﬁn-aan Cannaction History T Palicy Override T System Datalls T AD Detalls T Carbon Black - -

4.2.0.40325

Running

118 minutes{s)

Online

Apr 0F 2014 02:18:48 PH
AprOF 2014 04:156:4% PH
AR 0F 2014 04:17: 19 PH
More imformation

Related Views

Repent Evernts

Health Chedk Events

Carbon Black Details

Actions

Charge Policy =

Delete Computer

Prioritize Updates

Add Files t Snapshot B

Adwvamced

Comvert to Template

Set Debug Level =

Confagure Agent
Dhuim g

Deable Tamper
Pretection

Charge Lacal State  F

Perform Cache
Consisbency Chedk

Ol Actions =]

Beset CLI Pessword

Table 37 describes the information available on the Carbon Black tab for Bit9 File Details

pages.
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Table 37: Fields on the Carbon Black tab of the Bit9 Computer Details page

Field Description

Sensor Version

(Carbon Black
Version in table)

The version of the Carbon Black sensor installed on this
computer.

Carbon Black
Status (in table)

Last Status
(on Details page)

This field shows the last Carbon Black sensor status for this
computer, as reported by the Bit9 Agent to the Bit9 Server. The
Bit9 Server checks Carbon Black status every 30 minutes, and so
status changes may be out of sync for up to that amount of time.

The possible values for Carbon Black Status in the table are:

¢ Unknown

¢ Installed, initializing — sensor is installed but not fully initialized
¢ Installed, running

¢ Installed, not running

* Not installed

¢ Stopped

On the Details page, the Last Status field on the Carbon Black tab
is similar to Carbon Black Status in the table. However, it does not
appear if sensor status is Unknown. Its possible values are:

¢ Running

¢ Service not running

¢ Kernel not running

¢ Stopped

Notes: In addition to up to a 30-minute gap between sensor
installation and Bit9 polling of Carbon Black status, status will
continue to report as Not installed until the Carbon Black sensor
connects to the Carbon Black server and receives a sensor id.
Also, if the Bit9 Agent is offline or uninstalled from a computer, the

last Carbon Black sensor status reported by the agent is
displayed in the Bit9 Console, even if sensor status changes.

Uptime

Number of minutes and hours that the Carbon Black sensor has
been running since it was last started.

Computer Status

The status of this computer as reported by the Carbon Black
server.

Registration Time

The date and time the Carbon Black sensor on this computer
registered with its server.

Last Checkin

The date and time the Carbon Black sensor on this computer last
checked in with its server.

Next Checkin

The date and time of the next scheduled server checkin for the
Carbon Black sensor on this computer.

More Information

Carbon Black, Release 5.0.0

Connects to the login page of the Carbon Black server configured
on the System Configuration page Licensing tab. Logging in takes
you to the Sensors page in Carbon Black so you can view
additional details about this computer.

Note: You must have valid login credentials for the Carbon Black
server to successfully open the Carbon Black console.
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File and Process Information

On Bit9 Console pages that show file details, Carbon Black statistics about the file, such
as how many watchlists it is on and the number of computers and processes in which the
file has been seen, are shown if available.

Note

Carbon Black process information is available to the Bit9 Platform from
Windows sensors only. It is not be available in Bit9 from the Carbon Black OSX
and Linux sensors.

To view a details for a file found on a Bit9-managed computer:
1. In the console menu, choose Assets > Files. The Files page appears.

2. On the Files page, click the File Catalog tab to view a table of unique files discovered
on computers managed by this Bit9 Server. Note that you can also choose Files on
Computers if you prefer to view a table of all file instances.

ol

When you find the file whose details you want to view, click the View Details icon
(file and pencil) on the left of that files row. The File Details page opens.

File Details T
General

First Seen Mame:  notepad.axe
First Seen Date:  Oct 19 2013 11:17:42 M
Last Updated: HNov 19 2014 10:06:03 AH
First Seen Path:  owindews\winszsiwowsd microselt-win dows-
notepad 31BIA56a0364€15 6.3.9600,163084 none Ga2de7da7asTEIADY

"‘

Flrst Seen Activity:  Feb 25 2014 04:17:46 PM
Watchlists:
Fraguancy Data: 7 comspiters pave ceen thic file in 27 procssses,
Unique Paths:

Bit9 Platform File Details Page: Carbon Black Panel

Table 38: Carbon Black fields on Bit9 File/File Instance Details pages

Field Description

First Seen The date and time when activity involving this file was first reported to
Activity the Carbon Black server

Watchlists The number of Carbon Black watchlists on which this file appears.

This appears if Watchlist export is configured on the Bit9 System
Configuration page for Carbon Black.

Frequency The frequency of the file is the number of endpoints that have this file
Data associated with a process. The number of processes is the count of
all processes that have been associated with this file.

Unique Paths The number of unique paths in which this file has been seen
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Table 38: Carbon Black fields on Bit9 File/File Instance Details pages (continued)

Field Description

VirusTotal If available, the VirusTotal score for this file and the date and time of
Score the analysis

Network Whether there have been any network connections associated with
Connections this file, and if so, on how many computers.

Registry Whether there have been any registry modifications associated with
Modifications this file, and if so, on how many computers.

File Icon The icon for this file (if any)

More Link to the Carbon Black Console page showing more information
information about this file (from the File Details page) or a particular instance of

this file on a particular computer (from the File Instance Details
page). See “Links to the Carbon Black Console” on page 218.

Event Information

The Bit9 Console Events page can display two different Carbon Black-related event
subtypes: Carbon black sensor status and Carbon black watchlist. Carbon Black events
may be seen in unfiltered views of the events table, but there is also a Saved View for
Carbon Black events.

To view Carbon Black-related events in the Bit9 Console:

1. In the console menu, choose Reports > Events. The Events page appears.

2. On the Saved Views menu, choose Carbon Black. The illustration below shows this
view with its filters displayed.

Sawed Views: Group By!
Caitson Black - Acd (e} v || Ascending

Show/Hide Filter = | Show/Hide Columns = | Export to C5V | Access Event Archives | Refrash Fage

A filker =

ﬁ Subtype = ¥ || Carbon Black walchiist ¥
a oF |Caibon Black 2enaor slalus bl

[ Apply | Cancal |

| Reses |

Timestamp v Dascription
Dec 15 2014 09:19:24 FM Notice Carben Black process wakchBst “Mon<System Filemods te system 32" hit for process ‘dpir
Dec 15 2014 09:15:3% PM  Notice  Carbon Black process wakchiist "Non-System Filemads te system32” hit for process ‘parl
Dec 15 2014 09:17:22 P Notice Carbon Black process wakchEst "Mon-System Filemods to system32” hit Far process ‘pari
Dec 15 2014 09:14:34 PM Notice Carbon Black binary watchlist 'Mewdy Loaded Modules” detected file “cz\windowsiswswon
Dec 15 2014 09:14:34 FM Notice Carben Black binary watchlist ‘Mewly Loaded Modules” detected file "c\windows\srswon
Dec 15 2014 09:14:04 P Notice Carbon Black binary watchlist 'Newly Executed spplcations” detectad file ‘c\progeam [
D 15 2014 G2:42:98 PM Info Carkben Black Sensor Version "5.0.0.41211" installed and Bunning'.

Dec 15 2014 03:45:16 P Info Carbon Black Sensor Version "5.0.0.41211" installed and Funning’.
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Both process and binary watchlist event are exported to Bit9 from Carbon Black (when
export is activated). For process watchlist events, you can add a column to display the
unique Process Key ID that correlates process information between Bit9 and Carbon
Black. See “Correlation of Exported Data” on page 218 for more information.

When Carbon Black watchlist hits appear in the Bit9 Platform Events table, the watchlist
name appears in the Rule Name and Description fields of the table.

Links to the Carbon Black Console

Where Carbon Black information is displayed in the Bit9 Console, there is often a link
back to the relevant location in the Carbon Black Console. The link is identified with the
Carbon Black logo and uses the server URL provided in the Carbon Black server section
of the Bit9 System Configuration page. The following example from the Events page
shows how such a link appears.

Process Name
abcagent exe’ [B944C__45005] on computer VIPWLT-23

[ abcagent exe

In other cases, there may be a menu link on a page to “Carbon Black Details”.

When a user clicks one of these links, the Carbon Black login screen is displayed first, and
the user must provide a Carbon Black login account and password there. Once the login
information is provided, the linked page is displayed. If this browser remains open, the
login credentials stay active for 90 minutes, and so any subsequent use of links during this
period will go directly to the relevant page.

Correlation of Exported Data

“File and Process Information” on page 216 describes how file and process data
correlation is used inside the Bit9 Console. Both the Carbon Black Enterprise Server and
the Bit9 Server also make event data available for external use. Users with both Carbon
Black and the Bit9 Platform may want to correlate or analyze data from both sources.

To facilitate this, events that include process data have a “Process Key", a unique identifier
for each process. The process key is available in the following locations and ways:

* Syslog output from the Carbon Black server (See Appendix E, “Syslog Output for
Carbon Black Events.”)

* Syslog output from the Bit9 Server

e (Carbon Black API queries (See Appendix D, “Carbon Black APIs.”)
* Bit9 Live Inventory SDK/Public API queries

* Data exported specifically for Splunk from the Bit9 Server

* External event exports and event archives from the Bit9 Server

* Carbon Black email alerts (“Enabling Email Alerts” on page 189)

See the Bit9 console online help or Using the Bit9 Security Platform for information about
the Bit9 features listed above.

Carbon Black, Release 5.0.0 1/26/2015 218



Chapter C: Network Integrations for Feeds

Appendix C
Network Integrations for Feeds

Indicators of compromise are reported to the Carbon Black server on the Threat
Intelligence Feeds page and added to endpoint file and process data. These feeds may be
added to the Carbon Black server several different ways:

Alliance Feeds/Threat Intelligence Cloud -- Feeds from Bit9 and third-party
partners in the Carbon Black Alliance are provided to the Carbon Black server
through the Bit9 + Carbon Black Threat Intelligence Cloud. See Chapter 10, “Threat
Intelligence Feeds,” for instructions on enabling these feeds.

Manually Added Feeds -- You can create a feed and manually add it on the Threat
Intelligence Feeds page by providing a URL and configuration information. See
https://github.com/carbonblack/cbfeeds for instructions on creating a feed.

Network Integrations -- You can add a feed based on a network integration to a local
or cloud-based third-party device. Integrations use a separately installed, out-of-band
bridge provided by Carbon Black to push IOCs as a feed to the Carbon Black server.

Feeds from network integrations report IOCs based on the capabilities of their devices.
For example, one integration might report suspicious network traffic activity while
another one reports the results of binary detonations. Some integrations also send
metadata from the Carbon Black server back to the connected device or service.

Integration Documents on the Customer Portal

For this release, documentation about the Carbon Black third-party integrations is
available on the Bit9 + Carbon Black customer portal at https://bit9.com/customer-portal.

The available documents are:

Network Integration Checkpoint (network_integration_checkpoint.pdf) -- This
document describes Carbon Black integration with an on-premise Check Point device
for correlating Check Point alerts with Carbon Black collected data.

Network Integration Fidelis (network integration_fidelis.pdf) -- This document
describes the bi-directional Carbon Black integration with an on-premise Fidelis
device for correlating Fidelis alerts in the Carbon Black enterprise server and
returning Carbon Black metadata to Fidelis.

Network Integration FireEye (network integration fireeye.pdf) -- This document
describes Carbon Black integration with an on-premise FireEye device for correlating
FireEye alerts with Carbon Black collected data.

Network Integration LastLine (network integration_lastline.pdf) -- This document
describes Carbon Black integration with the Lastline service for checking the
reputation of certain binary files.

Network Integration Palo Alto WildFire (network integration_paloalto wildfire.pdf)
-- This document describes Carbon Black integration with the Palo Alto Wildfire
cloud service for checking the reputation of certain binary files.

Threatconnect Connector (threatconnect_connector.pdf) -- This document describes
Carbon Black integration with ThreatConnect for retrieving indicators of compromise
(I0Cs) from specified communities.
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Appendix D
Carbon Black APIs

Carbon Black includes extensive support for programmatic access to the underlying data
and configuration via APIs. Documentation, example scripts, and a helper library for each
of these libraries is available at:

https://github.com/carbonblack/cbapi

There are three primary APIs:

Carbon Black Client API (CBCAPI) — The CBCAPI is a collection of
documentation, example scripts, and a helper library to allow for querying the
backend data store and getting and setting configuration. This is the same API that the
Carbon Black web console uses to interface with the Carbon Black server. The
specific URL for this API is:
https://github.com/carbonblack/cbapi/tree/master/client_apis

Carbon Black Server API (CBSAPI) — The CBSAPI is a collection of
documentation, example scripts, and a helper library to help subscribe to Carbon
Black server notifications, parse and understand the contents of those notifications,
and demonstrate common business logic uses of those notifications. The specific URL
for this API is:

https://github.com/carbonblack/cbapi/tree/master/server apis

Carbon Black Feed API (CBFAPI) — The CBFAPI is a collection of documentation,
example scripts, and a helper library to help build and validate Carbon Black feeds.
The specific URL for this API is:

https://github.com/carbonblack/cbfeeds

The Carbon Black API is versioned. A new API revision is released with each release of
the Carbon Black Enterprise Server. Previous version documentation can be found using
git tags.

Carbon Black, Release 5.0.0 1/26/2015 221


https://github.com/carbonblack/cbapi
https://github.com/carbonblack/cbapi/tree/master/client_apis
https://github.com/carbonblack/cbapi/tree/master/server_apis
https://github.com/carbonblack/cbfeeds

Carbon Black User Guide

Carbon Black, Release 5.0.0 1/26/2015 222



Appendix E: Syslog Output for Carbon Black Events

Appendix E
Syslog Output for Carbon Black Events

Carbon Black logs the following events to syslog:

e Watchlist hits -- This event occurs when activity or binaries found on one of your
endpoints matches a query in a Watchlist. See Chapter 12, “Watchlists,” for more
information.

* Feed hits -- This event occurs when activity or binaries found on one of your
endpoints matches an IOC reported by a Threat Intelligence Feed. See Chapter 10,
“Threat Intelligence Feeds,” for more information.

* Binary Information events -- This event occurs when a process execution adds a
binary to the Carbon Black database.

The program name prefix is cb-notifications-. By default, these events are written to
log files at /var/log/cb/notifications on the Carbon Black server (based on the
syslog configuration at /etc/rsyslog.d/cb-coreservices).

There is one file for all hits, one file for each watchlist and each feed. Per-file watchlists
include the watchlist id in the program name and log file name, while per-file feeds
include the feed id in the program name and log file name. Binary information events are
logged in a separate file.

For example, the directory listing below contains four log files: one for all watchlist and
feed hits, another for just hits to watchlist id 10, another for just hits to feed id 8, and a
fourth one for all binary information events:

[root@localhost coreservices]# 11 /var/log/cb/notifications/*.log

—rwWw-—————- . Jun 9 15:30 /var/log/cb/notifications/cb-all-
notifications.log

—rwWw-—————-— . Jun 9 15:30 /var/log/cb/notifications/cb-
notifications-watchlist-10.1log

—rwWw-—————- . Jun 9 18:02 /var/log/cb/notifications/cb-
notifications-feed-8.1log

—rwWw-—————- . Jun 9 18:04 /var/log/cb/notifications/cb-

notifications-binaryinfo.log

Syslog Documentation on the Customer Portal

For this release, documentation about the Carbon Black syslog implementation is
available on the Bit9 + Carbon Black customer portal. The URL for this site is:

https://bit9.com/customer-portal
The available documents are:

* Syslog User Guide (syslog_cef user guide.pdf)-- Describes how Carbon Black
events can be accessed via syslog. In addition to information about where the files are
written and how they are named, it provides syslog formats for Carbon Black output.

* Syslog Integration Guide (Carbon Black HowTo - Carbon Black Syslog
Integration.pdf)-- Describes how to set up the Carbon Black server to send all or
selected data to another device and how to set up the remote device to receive Carbon
Black syslog output.
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*  Syslog Templates Developer Guide (syslog templates developer guide.pdf) --
Describes how to use Carbon Black syslog templates to build custom-formatted
syslog notifications on Watchlist and Feed hits and Binary Information events.

* Syslog CEF User Guide (syslog_user guide.pdf) -- Describes how Carbon Black
syslog output for Watchlists can be modified to match the ArcSight Common Event
Format (CEF).
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Appendix F
Additional Administration Documents

This appendix lists separate documents on the Bit9 + Carbon Black customer portal that
address Carbon Black server and sensor administration topics. The URL for this site is:

https://bit9.com/customer-portal

Server Administration

Cbinit Automation (cbinit_automation.pdf) -- This document describes how the
Carbon Black Enterprise Server installation can be automated through the use of an
‘answer file’ for cbinit.

Server Overview (server overview.pdf) -- This document describes the Carbon Black
technology stack, daemons, configuration and logs.

Cb. Conf (cb.conf.pdf) -- This document describes the file /etc/cb/cb.conf, which is the
primary server configuration file. Although there should normally be no need to
modify this file, the configuration options listed here could be helpful when
troubleshooting the server or tailoring the configuration for local integration.

Server Changelog (server changelog.pdf) -- This document describes the significant
changes introduced in each release of the Carbon Black server.

Server SSL (server_ssl.pdf) -- This document describes the use of SSL Certificates for
authentication and confidentiality between the Carbon Black server and components
used with it, including the yum repository, Alliance server, sensors, and the browser
displaying the console. It includes the location and configuration of each certificate
and some Frequently Asked Questions on certificate management.

Server VDI Support (server vdi_support.pdf) -- This document describes Carbon
Black support for Virtual Desktop Infrastructure (VDI) environments. It includes
information about keeping the same sensor ID for a Carbon Black sensor despite
frequent re-imaging so that client event history is maintained.

Single Sign On Integration (single sign _on_integration.pdf) -- This document
provides a summary of supported capabilities and steps needed to be taken in order to
configure and troubleshoot Single-Sign-On integration with an external SAML 2.0-
compliant identity provider.

Server Predefined Watchlists (server predefined watchlists.pdf) -- This document
describes how to add custom watchlists at server setup time.

Sensor Administration

Sensor Changelog (sensor_changelog.pdf) -- This document describes the significant
changes introduced in each release of the Carbon Black sensor.

Sensor Troubleshooting (sensor_troubleshooting.pdf) -- This document includes
several suggestions for troubleshhooting the Carbon Black sensor.
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